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ABSTRACT

Paul W. Goedhart, Steven B. Hoek and Hendrik L. Boog@a8&dThe CGMS Statisticabol
User Manuav 3.5.1FEuropean Commissiphuxembourg, 123 pp.

TheCGMS statistical tool has been developeithédd ARSproject of Joint Research Centr
the European Commissian the framework of theseveral MARS projects (MARS
ASEMARS, EAgri, AGRICAB and SIGMA) These projects were all meant to further im
the MARS Crop Yield Forecasting System (MCYH®).tool is designed to support
development and selection of crop yield forecast models to facilitate national and sub n
yield forecastin@he tool facilitates data analysis, time trendsanafyyield statistics, perform
regression or scenario analysis using biophysical indicators to explain yield statistics a
similar years and selecting the preferred model. Selected models are used to predic
current growing seon.

KeywordsCGMS, MCYFS, crop yield forecast, crop yield statistics
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Preface

The CGMS statistical tool has been developethéoMARSprojectof Joint
Research Centre of the European Commissitre framework afeveraMARS
relatedprojects(MARSOP,ASEMARS E-Agri, AGRICAB and SIGMA) These
projects were all meant to further improve the MARS Crop Yield Forecasting System
(MCYFS).The tool is designetb support the development and selection of crop
yield forecast moddlsfacilitate national and sub national crop yield forecasting.

The authors would like to thank Giampiero Genovese, Manola Bettio, Bettina
Baruth Davide Fanchiniacopo CerraniOlivier Leo, Felix Rembold and Hervé
Kerdilesof the MARSunit of the Joint Research Centre for very fruitful discussions.
We would like t@lsoacknowledge the constructive comments we received from
Riad Balaghuf INRA Morocco.We are inebted to Yannick Curnel and Roger Oger

of the Walloon Agricultural Research Centre for a very thorough and detailed
validation of a beta version of CgmsStatT@wminel and Oger (2006) thoroughly
tested and validatedbeta version of CgmsStatTMie woudl also like to thank
Allard de Wit and Kees van Diepem@geningen University and Resefaraheir
cooperation.
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Summary

The CGMSstatistical tool has been developethi®MARSorojectof Joint Research Centre of
the European Commissiaon the framework of severtfARS related projects (MARSOP,
ASEMARS, EAgri, AGRICAB and SIGMA)Ihese projectsontributed to development of the
initial version and a number stfibsequent updates. The original objective was to siiygport
national crop yield forecastadivities othe MARS Crop Yield Forecasting System (MCYFS).
Later, through EU research project likédti, AGRICAB and SIGMA th€GMS statistical
tool has been introduced to other (rgoyernmental organizations having a mandate in
monitoring and forecasting crop production.

The tool is designed to support the development and selection of crop yield forecast models to
facilitatenational and sub national crop yield foreca#tiagn efficient statistical environment

to buildrobust yield forecasting moddlke tool facilitates data analysis, time trend analysis of

yield statistics, performing regression or scenario ansilygisiophysical indicators to explain

yield statistics and search for similar years and selecting the preferred model. Selected models are
used to predict yield of the current growing season

This report describes tHatestversion of thestatisticaltool, which will be called CGMS
Statistical Tool or CgmsStatTool for shoithe following The interfaceavasdevelopedising
Delphi as programming langua&eart of theunderlying statistical functionakitgs however
partially developed iportran as t@ programming language that we could benefit from the
high quality routines of the IMSL Fortran libr3ityat library invokedrespectivelfor fitting
singleandmultipleregression mocel

This report is notintended as an introduction to the istatal principles underlying both
regression and scenario analysis therefore assumed that users of CgmsStatTool have a
certainunderstanding of the basic principles of linear regremstbprincipal component
analysisBefore using the tool in aperational way, the user is strongly advised to play with the

t ool and to read the chapter 0Some Statisti
into linear regression is the book by Montgomery, Peck and Vining &@@Estions for
furtherreading®n principal componeminalysiare provided in theference section.

Chapters -B of this report describe the CgmsStatTool interface and purpose in detail1Ghapter
contains important remarks on several statistical issues related to proper use of the tool. Chapters
1landl2describe technical aspects like the installation, the databases used by the program, the
way in which analyst settings can be saved, copiefiednadd shared, a description of the

menu items and the batch mdelenctionality around indicator data management is described in
Chapter 13References are listed in Chaptetdrithe annexeadetailed description is giveh

the database, tool capdratiorandof theuser settings.

More on thestatistical procedures covered in this manual and their applioati@mp
forecasting can be found in tiMars Crop Yield Forecasting System (MCYFS) wiki:
http://marswiki.jrc.ec.europa.eu/agri4castwiki/index.php/Main_Page
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Reference should be made especially to the following sections:

http://marswiki.jrc.ec.europa.eu/agri4castwiki/index.php/Yield_Forecasting

http://marswiki.jrc.ec.europa.eu/agri4castwiki/index.php/Forecasting _methods
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1 Introduction

1.1  Why using CGMS Statistical Tool?

The CGMS Statistical To@CgmsStatTool$ designetb support the development and selection
of crop yield forecast moddls facilitate national and sub national crop yield forecasting.
National governments asdpranational institutiongse yielgredictions in order tanalyséhe

food security situation at large aodsupportrelevant agricultural policieghe scientific
methods used alloproper selection of most relevant models aqpuhatification of éevel of
uncertainty with respect to the predictions.

TheCgmsStatToas an efficient statistical environment to build robust yield forecasting models,
with multiplefunctions

1 Inspect time seri@é historical yield statistiaad indicators

1 Exploredatcorrelations at different development states of the crop

1 Compare performance of indicators from different sources

1 Selectropyield forecast modefis operational use

You would us€gmsStatTooh cases where:
1 There is @leaneed to know final igks of annual crogsnely thus well before official
statistics comes available
Yieldsvarysignificantly from year to year
There is a fair chance to find gmelparendicators that miglgxplain this interannual
yield variation
1 You canfindeliable historic time series of yield statisgpanmg at least 105 recent
years

T
1

1.2 What do you need?

For efficient and effective use of CgmsStatTool you need:
1 Understanding of basic statistics (descriptive and inferential) e.g. hypothesis testing,
correlatio andregression analysis
1 Basic skills in preparing data and filling a relational databa&tkegis Access

The most important statistical method used in the CST is linear regression analysis. Another
method used is scenario analysis which is based on principal component analysis. It is therefore
assumed that users of tBgmsStatToohave a certain understamdiof these methods. In

principle all the analyses could be carried out using modern office tools like Microsoft Excel.
There i s no omagicdé in terms of statistics
Excel is timeonsuming, errgsrone &ad cumbersome. Th€gmsStatToostreamlines the

process of analysis and allows storing and documenting the model settings used to make a certain
forecast. In additiotheCgmsStatTodalllows to automate the running of the models and alsoto

store the reduof model runs.

CGMS Statistical Tool 12



It is also useful for users to have experience with relational databasegm3®&tTool

retrieves the necessary data from a relational database. Storing data in such a database has sever
advantages above using spreadsheets or sta ltfiis through the database that the
CgmsStatToanteracts with other tools and programmes such as CGMS. Nevertheless, a few
tools have been built into tlggmsStatToolvhich make it less necessary for users to have
experience with database managemiemtfacilitate the interaction with the programme
SPIRITS, a tool was built into thgmsStatTodbr the importation of data from-salled RUM

files. A few other tools were added toGgmsStatTodalso e.g. for accumulating and copying

data.

Note that heCgmsStatToas developed for the Windows platfoiost users use a filmsed
database management systeenwvorking with the CSTe.g. SQLite avlicrosoft Access. The
CST can work with a number of different systdsoh commercial and opsburce systems.

1.3 How doesCGMS Statistical Toolwork?

For each region and for each crgmu can us€gmsStatTodb investigatevhether there's a
relationship between on the one hand histatoalyields and on the other hand the indicator
data(e.g. rainfall, NDVI, simulated crop characteristicsfaich relationship will form the basis
of the crop yield forecast model.

In order to be able to produce reliable predictions, conscientious data collection i\egsential.
that this is not paof CgmsStatToddut must be done beforEheuser can obtain thestorical
cropyield statistiassuallyfrom the national statistical offices.

Indicators(e.g. rainfall, NDVI, simulated crop characteristicsagécrjormally calculated and
stored pr dekadi.e. on a tewlay basisfor January-10, for January 120 and for January 21

31 etc. Indicator values for past yearseggredalso, so that they can be used to relate to the
historical crop yields. Aailable indicators values have tapgregatede.g. averagedto

regional levgbreferably by using data on the spatial distribution of the selected crop (or arable
land) The regional level would be the level for whichis$t@ricalcrop yield statisticare
available. In case anotheardl| is desired, yield statistics need to be (dis)aggregated too.

The CgmsStatTodupports the user in inspecting the datking for trends and outliers and

judging their plausibilitnusually low or unusually high yield statistics are sometihtés pa

the time series. They cause higher uncertainty with respect to a relationship; likewise unusually
low or unusually high indicator values.JtnasStatToos equipped witlunctions whichcan

help the user decide to exclude certain years or indacatoosinclude certain yield trends

Possibly complications might occur such as the definition of the year ofihar@sstcrop
cycles cross year calendar boundamethe definition 6 yields in case of double or triple
cropping(yields are usually reported an annual basiggnd inconsistencies between area,
production and yields. These issues are of course not all solved withinTherafolethe
user has to carefully analgseh issues and 4gt the data processing such that data are
prepared and used correctly and consisteitiiy the tool

CGMS Statistical Tool 13



If the yield statistic for a particular year is not available, then whatever happened in that particular
yeay cannot be used toHape" the relationship. The other data pertaining to that g/gar

indicator valueswill have to be excluded from the analysis. Likewise, if an indicator value is not
available for the dekad in that year, then either the indicator will have touiefaft the

analysis or data pertaining to that year will have to be excluded from the analysis. The
unavailability of data for particular indicatesp. those obtained by means of remote sensing

can cause a user to decide that a whole rangessghaadd be excluded from the analysis.

For establishing a plausitiiedeltwo methods araffered byCgmsStatTookither anodelthat

iIs based on a limited set of indara (regression analysis) omadel that is based on
information- extracted fronthe indicator values but with less "noise" than the original data
which points out the years which are similar to the current one (scenario dmabyditsn,

the tool offers a simple method to calculate the average yield of the most recedtyssars an
that as the foreca3themodelis preferablgignificant in the statistical sense of the word. Often
alternativenodelsan be selectedgmsStatToalses a number offagistical criteriso that the

user camecide which model is the most preferred one. Based on those models as well as based
on the relevant indicator values for the target@gausStatToaalculatethe predictionsalso
known as forecast$or that year. It means that the indicators t@be collected on a near real
time basis so that they can be used to do the crop predictions in a timely manner.

1.4 History of the CGMS Statistical Tool

The CGMS statistical tool has been developdufddARSproject ofJoint Research Centre of
the Europan Commissionn the framework of severtARS related projects (MARSOP,
ASEMARS, EAgri, AGRICAB and SIGMA)Ihese projectsontributed to development of the
initial version and a number of subsequent updates. The original objective was theupport
natonal crop yield forecastiagtivities othe MARS Crop Yield Forecasting System (MCYFS).
Later, through EU research progdidte E-Agri, AGRICAB and SIGMAhe CGMS statistical

tool has been introduced to other (rgoyernmental organizations havinghandate in
monitoring and forecasting crop production.

Aim of the MARS project is to monitor crop growth and to predict the crop yieldisg the
cropping seasoil he basic assumption behind@gensStatToakas initially that variations in
crop growth simulation resutisuldexplain- in the statistical sense of the wordriations in
historical yields levels. The crop growth simulation resriésbtained by means of the so
called Crop Gwwth MonitoringSystem@GMS, which combines weather data with data on
soils and characteristics relevant for plant develoantegtowth

At the early stage of the projedd921993it was studied whether regally aggregated output

of WOFOST, the crop model ingphented in CGMSould be used for regional crop yield
forecastingDe Koning etal., 1993)This was done by regressing the official statistics of yearly
yields onto the model output of WOFOST. Because the official yields frequently showed a yearly
incre@e, a technological linear trend was added to the regression model if necessary. Since the
fitted relations were adequate for prediction purposes, a statistical module for CGMS level 3 was
developed. The module selected from four candidate WOFOST medés,cutrther called
indicators, the best performing indicator (e.g. potential total biomass or potential yield). The
Obestd® model, with a single indicator, was t
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the operational CGMS system this d@ne for each crop region combination at the end of each
dekad (10 day periatring the agricultural season.

This first version of the statistical subsystem employed a Fortran executable. The system was
rebuilt in the year 2000 to enable the useFoftean DLL within S PLUS. The Fortran DLL

that selects and calculates the regression models did not change. However, S Plus did not
function very well in an operational production line. Therefol€@GMS version 8.0 the
selection of data and indicatoesverganized in the user interface of C++. A dedicated Delphi
program served as a statistical engine and called the Fortran DLL for performing linear
regression.

Around 2004 the Delphi program whaanged into a separate toalled CGMS Statistical Too
(CgmssStatTool), and functionality was adigtble data selection, mukgressive approaches,
statisical tests for model selection aeenario analysiBor examplethe ol allows to build
models usingtber biophysical factors that have possiblusal relationships with crop yields:
weather indicatore.g. rainfaHand remotely sensed variabkeg. greenness of the vegetation
in the form of NDVI. These indicators are in general lesspemific.

For recent improvements the lastreleasessee the release notes included in the current
installation.

The development of the tool was commissionaddanstitutes of the Wageningen University
and ResearchVageningen Environmental ReseadBNR) andWageningeRlantResearch
(Biometrs).

1.5 Guide for reading this nanual

This report describegbe CGMS Statistical Tool og@satTool for short. The interface has
been built using Delphtor the underlying statistical functionality Fortran was still used as the
programming language anghhquality routines of the IMSL Fortran library are being invoked,
e.qg. for fitting a single regression model.

This report is not intended as an introduction to the statistical principles underlying both
regression and scenario analysis. It is theas®uened that users of CgmsStatTool have a firm
understanding of the bagdnciples of linear regression gmuhcipal component analysis.

Before using the tool in an operational way, the user is strongly advised to play with the tool and
toreadthechaper o©0Some Statistical | ssuesbod. An exc¢
regression is the book by Montgomery, Peck and Vining (2001). UspreStdttool are
encouraged to read the following chapters of this book:

3. Multiple Linear Regrees;
4. Model Adequacy Checking;
6. Diagnostics for Leverage and Influence;

9. Variable Selection and Model Building;
10.  Multicollinearity.

Montgomery, Peck and Vining (2001) is frequently quoted, sometimes not explicitly, and
referencedh this report. References are denoted by MPV followed by the relevant page number.

CGMS Statistical Tool 15



Suggestions for further readings on principal component aaedygisvided in the reference
section.

Chapters -B of this report describe thg@satToolinterface ad purpose in detail. Chapiér

contains important remarks on several statistical issues related to proper use of the tool. Chapters
11andl2describéechnical aspects like the installatfendatabases used by the program, the

way in whiclnterfacesettings can be saveatntified, retrievedppied, modified and shared
description of the menu itenad the batch modd-unctionality around indicator data
management is described in Chapter 13. References are listed in Chapter 14. In the annexes
detailed description is given of the datalihseway to link to different databases,ttiod
configuratiorand of the user settings.

CGMS Statistical Tool 16



2 Overview of interface anddnctionality

This chapter gives a brief overview of the interface and functionadity8&ET ool. A detailed
description is given in subsequent chapters. Rurgnm§t&xT ool in normalmode presents the
user with the following opening screen.

4 CGMS Statistical Tool

File View Tools Help

|JFMAMJJA50MD|
1
o )
m

Retrieve Analyst Settings

View data ‘ Yield data check } Indicator data check l
Data analysis
Below ble data are listed for the selected area, crop and dekad. Exclude data for particular years by unchecking the boxes on the left.
limeiiendanalysis Included |G official |01 02 03 Water |04 Water |05 Cum.
Year Yield Potential |Potential |Limited |Limited |rainfall
Regression analysis Above Storage |Above Storage |since
. Ground Organs Ground Organs Septembe
Scenario analysis
. 1979 0.866408 | 447.473 1) 447.473 [v] 195,400001
Moving average analysis
1980 1.027849 350.133 1) 350,133 [v] 208.999993
1981 0.456284 256.439 1) 256,439 [v] 155,500000
1982 * 381043 [v] 381.043 [} 148.799998
Area: =
,—‘ 1983 * 291.427 o] 291.422 o]} 107.700000
lal-Maghribiya ] —
Centre 1984 * 315.459 1] 315.459 0 153.700000
Centre Nord = om
Centre Sud 1985 =258.034 0 253.034 O 228,100002
g"_fd ?T‘Eit 1986 =337.00 0 337101 0 176.800001
rienta
Sahara 1987 0.666801 272917 o] 272,917 o 224,500000
Sud
Tensift 1988 1.332058 374.251 O 374251 0 277.600001
1989 1.249995 375.342 1) 375.342 [v] 155.700000
1990 0.885188 362,340 1) 362,346 [v] 231.459999
1991  1.379999 427,12 1) 427.12 [v] 155.600000
1992 0.483985 374.016 o] 374.016 o 123.400001
1993 0.477418 329.196 1] 329.196 o] B84.6000009
1994 1.43887| 365,156 1) 365.156 [v] 243,100000
Crop: —
- ~~
IW”W ,] [ Exclude missing ] [ e Reset Copy to chpboard] [n. 4 Full 5creen,
Period:

-

22-Mov-18 6:19:42 PM: new selection for al-Maaohribiva. Unknown crop. dekad 32
22-Mov-18 6:19:42 PM: new selection for al-Maghribiya, Unknown crop, dekad 32

22-Mov-18 6:19:43 PM: new selection for Centre, barley, dekad 32
22-Mov-18 6:19:44 PM: new selection for Centre, barley, dekad 32

22-Mov-18 6:22:08 PM: new selection for al-Maghribiya, barley, dekad 32
22-Mov-15 6:22:13 PM: new selection for al-Maghribiya, barley, dekad 5
22-Mov-18 5:22:20 PM: new selection for al-Maghribiya, barley, dekad 2

The screen s divided into four parts:

1. Atop row with a few menu items (read mot@hapter 1}

2. The left panel can be used to specify an area or regias.didmdoy selecting an area
(most frequently an administrative or reporting i) a dropdown list.Once the
area is selected the available crops are shown in a secalmhardist After selecting a
crop, the user must select a pefaekad for which a prediction must be made. By
default this is the current perig@ad more in Chapter; 3)

3. The right panel caiissof the followindivetab pages:

1 A page for Data analysis; hereyileéd data and the indicator data can be inspected

so that possible anomalies can be detected and excluded;

1 A page foiTime trendanalysis; thigage can be used to specify the calibration period,
the target year for which the yield must be predictedintbarend model and
possibly a logghmic transformation for ye@ead more in Chapter,4)

CGMS Statistical Tool
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1 A page for Bgression analysis;
1 A page for &enario analysis
1 A page foMoving averagenalysis.

4. A fourth optional panel, at the bottom of the screen, candven by the {View | Log
Window} menu item. This displays various warnings and errors that might occur, e.g.
when indicators are aliased or when a perfect fit is obtained for a linear time trend model.

The user can open any of thee tab pageor analgisby using theerticaltabs which are
placed on theop left just above theontrols for selecting area, crop and pelicthould be
noted thatregression and scenario analgsesalways based upon time trend analysis.
Therefore, the user always mustctivate and check the time trend analysis before
continuing the regression and scenario analysis.

The tab pagefor regression analysseenario analysasid moving average analysitirn
consist ofivetab pages which can be opened using horitabsak the top

1 The Indicators page can be used to select indicators which should enter the regression
model or should be used in the scenario analysisase of regression analysis
indicators can be either free or forced. Forced indicatorachréed in every
regression model, while free indicators are either included or excluded from a model.
The correlation matrix between the selected indicators can be viewed from this page
(read more in Chapter.9)lote that the moving average analysis doeseed
indicators

1 The Options page presents the user with all oplilocase of regression analyses t
main choice is between the single free indicators method and the method of best
subset selection. The single free indicators method fits matetsmiywione free
indicator, in addition to the chosen time trend and forced indicators, if any. The best
subset selection methedarches fahe best models, according to some criterion,
with multiple free indicators. There are various options to aidghe selecting a
proper model for prediction of the target year (read more in Chapter 6)

1 The Output page displays the various, single indicator or best subset, regression
modelsand results of the scenario analgstésmoving average analySigteriafor
the different models are displayed as well as t values of included indicators. The t
values can be coloured according to the sign or the significance of the corresponding
regression coefficierih case of scenario analysid moving average analgsily
one criterion is presente@sp.residual standard deviati@md root mean squared
error of predictionA choice for the best model can be made and the particulars for
that model can be saeglad more in Chapter 7);

1 The ModeDetails page is adited by clicking on a single model on the Output page.

A detailed analysis of the single model is presented including a description of the
model, summary statistics, regression coefficients, case statistics such as fitted values,
residuals and leverages] &inally a graphical representation of the case statistics
(read more in Chapter, 8)

1 The Saved Model page shows selected particulars of all the models that were saved
for the currently selected area, crop and péribdth regression and scenario
models.Such models can be renamed, retrieved as well as loeletsahs of the
buttons on this pageead more in Chapter 9).
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3 Selecting an area,mop andperiod (dekad)

3.1 Area

A country can be selected by clicking on the name in the Area list box on the left. When a
country is selected, lovadministrativareas for that country then appear indented below the
country name. A lowexdministrativearea can therefore only be deléafter the relevant
country has been selected first. The same is tagnioristrativareas at lower levels.

Area:

Centre
Centre Mord
Centre Sud
Mord Ouest
Criental
Sahara

Sud

Tensift

3.2 Crop

The Crop list box will be updated to show the crops for which there are data available in the
selected area.

Upon eah selectiom the left pangheData analysis andifie trendanalysipage on the right
are refreshedf no data are available for the selectedamearop an informational message
appears in the | og window: ONo crop statisti

3.3 Period (dekad)

Finally, the user has to selecipieod (dekadpr which the analysis should be carried out. The
termdekadefers to a ten day period. A month is considered to consist afdkeak the first
taking from day 1 to day 10, the second from day 11 to day 20 and the last from day 21 to the
end of the monthin the tool &tkad are indicatad two ways:

- by the name of the month followegdRoman figure: 1, Il or IlI;

- by anumber in thange 1 through 36.
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Selection is done by clicking one of the radio buttons of the saleketklector:

Period:

JFMAI‘-‘IJ]AS{)HD|

1

I
Iox

The columns in thidekadselector represent the months of the year. Selecting a difiédaeht
does not cause any change in the yield stkedwn on the time trend page. However, the
indicator data are affected bydl&adselection.

Agricultural years that differ from the calendar year:

With regard to dekadsisstandardo indicatelanuary-10 as the firaddlekadf the year
or in other words aslekad number 1 This works particularly well under the
circumstances found in the Northern hemisplerine Southern hemisphere, it might
be somehowogical tmumberdekads in a different way but for @gmsStatTodl was
decidedto hold on tothe standard way of numberishgkadsIt was however made
possible to indicate in which month the agricultural year starts, so in a different month
than Januarinote that his setting is applicatispecific so cannot vary of areas and
crops). Then data are not attributed to calendar years buictdled campaign years,
which are normally indicated by taendayearwhenthe harvest takes pladéne
dekadselector then also shows the months differémtynstance if the user defires
agricultural year as follows: 1 July a till 30 Jufie yedx + 16 Then in the analysis
(regression and scenannalicator datarelinkedas follows:
- dekad range 19 (first ten days of JuBg (last 11 days of Decemlméryalendar
yearenmappéd @art he harvest of calendar year
- dekadrange 1 (first ten days of Jandd@§)last 10 days of Junetafenday e ar 6 X
+ 106 artethemarpesteoddhlenday e a r  dnAnnex6 ifliddescribed
how theCgmsStatToaan be configured in thlatabasso that ishows the dekad
selector differently.
In this example the dekad selector would look as follows:

Period:

JASONDIFMAMI

I

I
oI

In additionit is possiblé though not compulsoyto enter data into the database for each crop
and admirstrative areaboutwhen usually the crop is sown, is flowering and reaches maturity.
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When these data are available, the vegetative and the reproductvesploagein light green

and yellowsh orangeespectively.

3.4 Retrieve analyst settings
After seécting area, croperiodandhavingthe analysis typ@gegression or scenaramtivated
the user may press the button ORetrieve
Then, he following settings viewojgened
[ {8} Settings view [ = ihJ

File: Ch\Users\boogald5\AppData'Local\Alterra\Runl79.csv

Area: al-Maghribiya Crop: barley

V| Dekad: Jan, 11-20 - | Analysis: Regression Username: boogalis -

| Induded indicators

|Dekad |Ana|\;sis |Date saved |.-'-\uﬂ10r |Target year |Descriph'0n |

5 01 +02+03+04+05 2

Regression | 31/05/2015 boogald05 2011 Regression model for barley in 10477 for dekad 2

| X cancel |[ o OK l

The form haswo tab sheet®or retrieving settingfor file-basednalyssettings anfibr analyst
settings stored in tliatabase:

1 File based: this shows the availabteof CSTsettings stored in the settings file. By

CGMS Statistical Tool

default the CgmsStatTool is linked to a filed¢&gmsStatTool.csv. Howebe user
can select other settings files as explained in delcda®Note that this view shows the
set of CSTsettings thabelong to the region / area and cegpected in the left panel

Anal

There can be sets for differpatiods dekadpsand different analysis types (regression or

scenario).
Databasethis shows settings that are retrieved from a table in the databas@ldtht is

(together with a few other tables with details on the selected model) whena user saves a

model to the databas&here can be sets for differgetriods (dekadsnd different
analysis types (regression or scenariafidimion,it is possild to have more than one
set of CST settings pesmbination ofkelected area, crqriod (ekad and analys
typeas the CgmsStatTool albbsavingmultiple instances for such combinatmthe
database.g. saving models thuatly differ with regard to thecluded indicators or the
included time trend.
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When the use¢henpresses OK in this form, the selected analyst settings are applied to the user
interface and the user can then quickly proceed with selecting the best model for the selected
area, crop, ped and analysis type.

In addition,there is ahird tab toduplicatesettings to other dekad and / or regions. This is
explained in sectidr2.2.3batch processing via interactive mode).

More information on analyst settings can be fouGtapter 12.
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4 Data analysis anditme trendanalysis

Before the useran proceedith regressiorscenarior the moving averagealysigie or she is
offered the chance to screen the @ataossible anomaliesid to establish whether the yield
data contain a trend: by means of data analysis and time trend analysis reEpeetiraiy.
analysis is not offered as an independent anatgsisinghat the useis expected talways
continue withregression or scenario analysis.

4.1  Selection of years

After the area, crop anénod are selected, tbata analysis page is normallivaatith the
hori zontal tab sheet oOView dataod open. Both

Note that the flicial yieldsre shown for all the years for which they are avaitableat they
are not affected by theeriod lekadl selectoron the left.The indicator values are however
specific fodekad. In the installed sample database indicators are availabietondllof the
growing season for a selected crop. In the case of the CGMS indizdatodgljhe end values
at maturityare stored in the ddtase for the remainimigkad of the year after the growing
season. The database does not contain CGMS indicator valekadqoreceding theekadof
sowing.

View data Yield data check Indicator data check ‘

Eelow available data are listed for the selected area, crop and dekad. Exclude data for particular years by unchecking the boxes on the left.

Included |Campaign |Official 01 02 03 Water |04 Water |05 Cum. -
Year Yield Potential |Potential |Limited Limited rainfall
Above Storage | Above Storage | since

Ground Organs Ground Organs Septembe
1979 0.856408 | 447.473 0 447,473 a 159,400001
1980| 1.027849 350.133 0 350.133 a 2083,999999
1931 0.466284 256.439 0 256,439 a 155, 500000
1982 * 331.043 0 381.043 a 143.799995
1983 * 791,422 0 291,422 a 107, 700000
1934 * 315.459 0 315.459 a 153, 700000
1985 * 258.034 0 253.034 1] 225.100002
1986 * 337.101 0 337.101 a 176,800001
v 1937 0.666801 272,917 0 272,917 a 224,900000
v 1938 1,382058 374,251 0 374,251 a 277.600001
v 1939 1,249993 375.342 0 375.342 a 165, 700000
v 1990 0.885188 362,396 0 362,346 a 231,499999
v 1991 1,379999 427.12 0 427,12 a 155,600000
v 1992 0.483985 374.016 0 374,016 a 123,400001
v 1993 0.477418 329,196 0 329,196 a 84.6000009

v 1994 1.43887 365.156 0 365,156 a 243, 100000 -

Exclude missing | | s Reset Copy to clipboard Mext
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Years with missing officiaklds are always displayed in greyresging data in the indicators

are highlighted in yellow. Individual years can be excluded or included by checkboxes on the left;
years which are excluded are highlighted in grey. Thbates for years with missiriicoal
yieldsare disabled and albmhlighted in grey. All years with missing values in any of the

columns can be

withmissingb f i ci al

excl

uded
yi el ds,

by

can be incl

by

e mp | ceycephthge ondse
uded

0 E x
usi

used to confirm the changes made, or you can press the Cancel button to leave the Data View

without making any changdsh e

clipboardd

button
data on awindow that fills the complete screddata can be expertd
f ainto Excel ertWard filee

OFul I Sscree

to paste

no

al

t hrough

ows
0 Co|

There can be a number of reasons why one would like to exclude years. This is dealt with in

paragraph 4.2.

Further selection of the years is donéhertitne trend pagseealsosectiort.3. In short the

time trendpagedisplays the start anddeyear for which there are yield data in the dat#fbase.

any early years were edell} this is taken into accouhhe defaultdrget year, for which a

prediction will be made, is thaedeyear plus one. These values can be modified by the user. The

only restriction is that there must be at leastfars from start tomé yearAnd thetarget year
cannot be chosen more than 3 years @hieaather wordsthat is the time horizon

First campaign year: 1979 w
Last campaign year: 2010 -
2011 -

Maodel for time trend:

Target year:

|Automatictesting up to quadr v|

Transformation for year:

Significance:

Gad
0.025 = Re-apply

|Nc|r|e v| 1955%
Yield Time trend
2.00 ; ; ;
: o
] o H
1.50 1

1.00 1--

0.50 4

0.00

Year

CGMS Statistical Tool

Timespan covered by all records in years:

Mumber of campaign years with crop yields:

Mumber of excluded / missing campaign years:

Years | |pval linear | |p'-ta| quadr.
1979-2010 0.7563 0.5018
1930-2010 0.7619 0.5411
1931-2010 0.6407 0.6804
1987-2010 0.9736 0.1249
1935-2010 0.8693 0.0458
1989-2010 0.8271 0.0941
1990-2010 0.5899 0.1896
1991-2010 0.5094 0.1025
18952-2010 0.2799 0.4071
1993-2010 0.4171 0.2391
1994-2010 0.6168 0.0866
1995-2010 0.2685 0.2735
1996-2010 0.4728 0.0830
1997-2010 0.0894 0.4268
19958-2010 0.1077 0.9914
1999-2010 0.0907 0.7511
Mo trend
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The user is informed about the time span covered by the years in the database, the number of

years for which crop yield data are available in the datatédbe number of excludéd

missing/ears

4.2 Detection of outliers

In the Data analysis there are, in additiomeohorizontal tab sheétv i e w, twbathea 6

hori

zont al

t a

b sheets: the oO0OYield data
On both tab sheetdata are shown in a visual wag can be used to detect outli@nsoutlier
IS an observation point that is distant froneotbbservations the sampléWe distinguish

betweerthe following types autliers:
1 outliers due to variabiljity
1 outliersdue to experimental errors and copying errors
1 outliers that caonly be understoodith extra contextual information.

check

The secondype of outlier often results in an observation that is not in the same order of

magnitude and caaoften be distinguisheds clearly wronglt is best to deleteush an
observatiofrom the databaskor the other types, the statistical tool has a felwodsebuilt in

for outlier detection. Both yield data and indicator data can contain outliers.

View data

Below available data are listed for the selected area, crop and dekad. Exclude data for particular years by unchecking the boxes on the left.

Included |Year

Official
Yield

I I I IR I I I e e e e e e I e

]

1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995

Amme

0.7215%4
0,525941
0.269628
-2.15
0.081163
0.332661
0.85443
0.689692
0.301221
1.133548
0.975241
0.379343
1.215346
0.305233
0.337528
1.275553
6.3

]

Allow saving of exclusions

Yield data check Indicator data check

s

Yield

6.0

73 SR S SO S AFUN: JU SR S U
H Lo w
[ X ]
-------------- " X%,Xﬁx-x--xx
® o Cow T
T owix o T X Foxx
0.0____1 _____ X___r __________ r-==-==-==-=-"= _: __________ A~~~ =-"==-=-°-- r-=--=-="===== 9= ~===°-=-
'2-0____J____><_ _____ Lo P J; __________ do oo U
f f T f f
a0 a5 a0 a5 0o 05 10
Year
i | — — i i 5 1%
V| Use time trend if significant Confidence interval 5% resp. 1% Mext

1Note that the CgmsStatTool currently only works properly for data sets starting from 1971 onwards
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For yield data, a methizduilt in that involvedetermining 95% and 99% confidence intervals

of the residual deviation from the treRdsults of this method are shown in the graph which is
part of t he daofizoetdl thb sthee®baervatibne cak e excluded by means of
the checkboxes in the table on the left, but the calculation of the confidence interval is not
repeated whiout that observation.

For indicator data, a methzbuilt in which is often referred to as the boxplot approfrst
proposed by Tukel977.Iti s part of t he horzondlitabaheanthe dat a
tool, only the lower and upper inrfences are calculated as well as the lower and upper outer
fenceswhich are all shown as lin€ee medialiQ2)is not used, only the lower quarfdd)
and the upper quarti(€3). The lower and upper fences are based upon the interquartile range
(IQR = Q3 08 Q1) multiplied with a factor f: 1.5 for the inner fences and 3.0 for the outer fence

1 Lower fence Q1 - f*IQR

1 Upper fence = Q3 + f*IR

Detection of outliers in the yield data and in the indicator asia facilitated with the tcol
eventudy involves visual interpretation. Points oatsfdhe red lines are usuabipsidered as
mild outliers and those outside of the purple lines as extreme outliers.

View data ‘ Yield data check Indicator data check

Below available data are listed for the selected area, crop and dekad. Exclude data for particular years by unchecking the boxes on the left.
< | cum. rainfall since 5e Indicator value
400
Included - : . . . . . . Q1:87.95
i i H H i Q3: 160

Indicator
value

1579 191.100000

Year

1 ; ; . IQR: 72.3
1980 | 104100000 el R A VT CoT T CoTTTTT T T
1951 §6.5000000 ] : : b
1952 | 124.700000 200 1 S L _________ R S A LS g .
1983 | 50.3999994 1 A : wot ¥ ' :
1984 §9.5999955 1 : ¥ : P X%
) ' w0 . . . .

1985 181.300003 B v 1 S g(xx
1986 - 1 . 5 % X 5 P

1987 =
1985 | 523999386 ] IS I s e I -
1989 | 160.400001 ]
1990 143599999 200 d b bl R S S R
1591 | §9.4000007 ]

1992 110.799993 ] ! ' H : i ! i
1993 57.3999990 B o e 5 s s B e e e e B e e e B L e B
1994 166.999995

Year

o R I e I I e I I e e e e e Y

18495 58 19994593

--------- —[ntergquartile range * 1.5 resp. 3.0

Outliers should be investigated carefé§ore considering the possible elimindgswclusion
of these points from the data, one should try to understand why they appestedual
informationd e.g. about the weather during that particularoyesgecific farm management
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programs is therefore often relevant acah help to undstandwhat caused the outlier. Such
information camlsohelp to come up with a plausible reason for the exclusion of the data value.

Excluding a year can be done in any ofdhesheete f t he vertical tab sh
The exclusion remaiastive as long as the same area, crop and dekad are selected on the left.
The O0VYi el d haizonta talc dhexetcdtiaivs the user to save such exclusions to the
databasd. 0 acti vate that feature, the uscenmrsheeds
When the user then clicks to exclude a particular year, a dialog Hppeses. is expected to

give a reason for the exclusion.

Please note that excluding a yield data value or an indicator data value causes that all data for that
year will be fe out from any subsequent analy$ise statistical tool does not apply any
mechanisms for imputing the missing data.

r‘g Save year exclusion to database l = | =] |ﬂhﬁ
Year: 1952
Yield: -2.150
Reason: Megative ualuel

Fe

L

Pressing the 0Saved6 button causes that the e
can be seen from the table because a red comment sign appears in the upper right corner of the
cell. When the user hovers over the cell with the offieldl thiat was excluded, a tooltip
appears.
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View data Yield data check Indicator data check

Below available data are listed for the selected area, crop and dekad. Exclude data for particular years by unchecking the boxes on the left.

Included | Year |Official - Yield
Yield 1
1979 0.721594 | X ; i :
1880 0.525941 07 1 ---------- r ---------- r --------- ﬁ ---------- 1 ---------- r ---------- --------
1981 0.269528 I S Eoeeaaad SN S R

. | R
i 1982 -2.15 Megative value
1983 0.081163 +07
1984 0.332661

1985 0.85443
1986 0.669692 2.0
1967| 0.301221 |
1988 1.133548 |
1989 0.976241 0.0
1980 0.379343

1991 1.215346
1992 0.305233

1993 0.337528

1994 1,275553 B e i L e e e e e e e s e e L e e e e

I EEEEEEEEEEEE

80 85 a0 a5 00 05 10
1995 5.3 Year
[¥] Allow saving of exclusions Use time trend if significant  »e=ssseses — Confidence interval 5% resp. 1% Mext

Note that graphs showing yield and indicator data values can be exported via a right mouse click

Even when the statistical tool is restarted, the year remains excluded for this combination of area
and cop. When the user tries to undo an exclusion that wassavedh t he box OAIl | o
excl usi o ntkedseis prenptieceta remove the exclusion from the dataPeessing

theo Removed button causes t hatatabdseanctxatthedsga on |
value is shown as all other ones.

r‘> Remowve year exclusion from database l — | (5] |_ihr
Year: 1952
Yield: -2.150
Reasomn: MNegative value

. y
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4.3 Selection of the appropriate time trend

The bottom part of the Time trend page can be used to select the time trend which will be
included in regressiamd scenario modethat are subsegptly analysed o help the user to

select an appropriate time trend, a graph of yield versus year is displayed along with a linear time
trend ingreenand a quadratic time trencbine The displayed yean® from start torel year

and manually excludgelars, for which yields are available, are displayed by red crosses. Only the
included yeardliue crosses in the yegeld diagram) are used for fitting the shown lorear
guadratic time trendllote that graph can be exported via a right mouse click.

Yield Time trend

3.00
2.00

1.00

0.00 ———
[l ] Qs 10
Year

Five choices are available to specify or automatically select the time trend to be used in every
regression model:
1. Noned no time trend will be included.
2. Lineard a linear time trend will be included in every model, regardless of its significance.
3. Quadraticd a quadratic time trend will be included in every model, regardless of its
significance.
4. Automatic testing up to lineéra linear time trend will be included only when it is
significant. When it is not significant no time trend will be included
5. Automatic testing up to quadradithe time trend is determined by means of backward
elimination (MPV 223). When the quadratic term, corrected for a linear term, is
significant the resulting time trend is quadratic. In case the quadratic term is not
siguificant but the linear term is, the resulting time trend is linear; when both are not
significant no time trend will be included.

The selected time trend is always dispiayetton the right bottom of the time trend page.
The automatic testing metsoemploy a significance level which can be modified by the user.

The spin buttons next to the significance level can be used to specify thpresateatue,
but you can also manually enter a value. For example, it is possible that at a signifitaxice
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0.025 no trend is found, while for a significance level of 0.050 a linear trend is found. Note that
automatic testing of the time trend is done without taking any of the indicators into.a©€¢ount
course, the time trend is determined on the dfatkis years included in the analysis; i.e. in case
any years were excluded, itis irrelevant here what the reason was for doing so.

Finally the user can employ a logarithmic transform of the year. This can be used as an
alternative for a linear or quaitic model. The logarithmic transform uses an offset which can be

set by the user. So instead of using Log(year) as explanatory variabled bigéfees used.

The offset is shown in the input box next to the one showing the transformation fone/ear.
maximum value for the offset equals the starting year minus 5. For example, if 1976 has been
selected as the start year, the ofsenotoe larger than 1971.

4.4  Testing the trend

On the right of the time trend graph a list of p values for tesédméar and quadratic time

trend is displayed. The p values for the quadratic trend are again corrected for a linear time trend.
The top p valugare for the time period from start tmlgear, as selected by the user or selected

by default. Underneathvalues are given for time windafslecreasing length with the end

year fixed and théest year becoming one yeaelan every row further dowhnhis enables the

user to quickly select a different period, e.g. a period with a very significanhérieamdi
Selection of a different period can be done by employing the radio buttons to the left of the p
values. Tis will update the value of thars year, the number of excludexissing campaign
yearss shownthe graphical display and the seldrtedrend displayed on the bottaght of

the page. Note that clicking a radio button overrides the chosen model for time trend in the list
down box.The reapply buttors particularly of usehen initially no trend was detected and the
user wants tdeselect the trend choice made (linear or quadratidp reetitt dNo bendd

4.5 Analysing the trend model

The application of the full regression madedcenario modeéquires the selection of a trend
and one or more indicators. However, the eseanalyse¢he trend only, without taking into
account the indicators in the model. In this case the user fufsvudelect the regression or
scenario analysis page and maxigate to the output page, by pressing each of the Next buttons
on the bottonright of each of the successive pages: Time trend, Indicators, @pitnthe

trend model has been selected in the output paledetDetails page will be updated.
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5 Indicators page: selecting indicators toriclude

Whenyearsand time trend are selected inBlaga analysis afidme trend page, the user can
move oo Regression analy$ssenario analysisMoving average analy$ise user continge
onthe Indicators pag&xcept for the Moving average analysis wheréethis srelevant. The
indicatorpage presents the user with the available indicators.

5.1 Regression analysis

Normally the CgmsStatTool runs in crop yield forecast mode. This means that inflicators
interesmusthave valuefsr the target year forecasthe yield of the target yebr those cases

where values dtiie selectedhdicators ofhe target year are missiagq. just before the start of

the growing season, the user would still like to have the possibility to build, regression based,
forecast mdels without generating a forecaiis is called the calibration mode.

5.1.1 Forecast mode

For the mean time, we assume that the user will move on to Regression/Auslgbis.
indicators can be moved to and from the Free or Forced list by seleatingnoreeindicators

and then pressing the arrow buttons. Forced indicators will be included in every regression
model, like the linear or quadratic time trend, while Free indicatppsaral In the example

below indicator 01 is selected as Forced imbicators 02 and 03 are chosen as Free. Inslicator
04through O7%will not be used in any of the fitted regression models.

Indicators Options ‘ Output ‘ Madel details I saved models

Available indicatars: Free indicatars:
Indicator name: Missing: Indicator name: Missing:
04 Water Limited Storage Organs 0 03 Water Limited Above Ground Biom... 0
05 Cum, rainfall since September1 0 02 Potential Storage Organs 0
08 VGT Cum, NDVI since February 1 0 T
07 VGT Cum. DMP since March 1 0
(<]
22
<<
Farced indicatars:
Indicator name: Missing:
T 01 Potential Above Ground Biomass 0
(<]
>>
<<
Calibration mode Correlation matrix Mext
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Care must be taken when there are missing values in the indicators. The number of missing
values for each indicatodisplayed along with the indicator name. When an indicator with one

or more missing values is selected as Free or Forced, the years with these missing values have tc
be excluded from the regression analysis. To make the user aware of this, a dialog appears

‘§ Synchronise? | = | E &'

P At least one of the indicators you want to include has one or more missing values for the selected years.
‘_‘_i
) It is impossible to continue the analysis, unless the years will be excluded for which there are no data.

You can go back to the data analysis tab and exclude more years there yourself first, or have more
years excluded and the data analysis tab and the time trend synchronised automatically at the same time.

Of course you can also cancel your action, Please indicate what you want to do.

| Back to data analysis tab | ‘Synchronise the time trend| | Cancel

The useris therefore presented with three choices:
1. To go back to the Datmalysis tab shestd to exclude years there manually;
2. To have the years for which there are missing data excluded and to synchronise the time
trend automatically;
3. To cancethe current action of including of the indicators and to recotigdslection
of indicators

If the user chooses to synchronize the time trend automatically, an informational message
appears in the log window with a list of the excluded years.r€d tm indicators selected

earlier are moved to the right side of the page and the column with missing years set to zero. In
addition, the number of missing values for the other indicators still remaining on the left side is
also updated. When automdssting for time trend is requested on the time trend page, the
excluding of extra years may also imply that a different time trend is selected.

When there are many missing values, the user might want to go back todhal{dasatab
sheeto take aareful look at the data.

A correlation matrix can be viewed for the selected Free and Forced indicators by pressing the
0Correl at i o nrhensetcan decide tb sétr@sholdelow which the correlations

are not shown: this is to highlighdicators having onlgrge correlations. The indicators are
represented by their numbers for concise display of the correlation matrix. However the indicator
names appear as tooltips when the mouse is moved over the indicator number. By default
correlatios with year are also given. The user can also request correlations corrected for a linear
or a quadratic time trend. Such correlations are called partial correlations, and they are useful
when a time trend is included in every model. For instance whear éirhe trend is chosen,

the indicator with the highest partial correlation (i.e. corrected for a linear trend) with yield is the
most important single indicator (MPV 310). Note that when partial correlations are requested,
correlations with year are ngplayed because they are not defined.
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-
4 Correlation matrix of selected indicators =NREN X

Area: al-Maghribiya Dekad: 10 Mao. of observations: 13
Crop: barley Period: 1995-2010 Mo, of excl. / missing years: 0
Only display correlations with absolute values greater than: 0.2 % Show correlation with year corrected for: Mo trend -
yield 01 02 03 year
yield 1.000
01 - 1.000
02 - 0.754 1.000
03 0.638 0.431 - 1.000
year 0.467 - - 0.243 1.000

I Copy to clipboard J

h

The correlation matrix can be copied to the clipboard for inclusion in a document.
5.1.2 Calibration mode

In case the indicatoof interest do not have values for the target §yeaindicators page does
not show any indicators. The user then can check the box at the bottom of the page called

6cali bration mode6o. A f sod¢hatwhe usdrsaselect ohdicatasls or s w
free and forced.

5.2 Scenario analysis

In the case of &nario analysis, the user will be gsuanaroptions. However, indicatase
not included into the model as such, ¢at be includetbr use in the principal component
analysisMoreoverno differences mades towhether variables dreeor forced An example

is shown below.

CGMS Statistical Tool 33



Indicators Options Output Model details Saved models

Available indicators: Selected indicators:

Indicator name: Missing: Indicator name: Missing:
05 Cum. rainfall since September1 4] 01 Potential Above Ground Biomass 4]
06 VGT Cum. NDVI since February 1 1 02 Potential Storage Organs 0
07 VGET Cum, DMP since March 1 1 03 Water Limited Above Ground Biom... 0

04 Water Limited Storage Organs 0

AEFRM

Correlation matrix ] Mext

In the case of Scenario analysis, the window showing the correlation matrix looks like this:

g 5
{F Correlation matrix of selected indicators =NRch X
Area: al-Maghribiya Dekad: 10 Mo, of observations: 14
Crop: barley Period: 1993-2011 Mo. of excl. / missing years: 0
Only display correlations with absolute values greater than: 0.2 %
o1 02 03 04
01 1.000
02 0.744 1.000
03 0.437 - 1.000
04 0.344 0.478 0.799 1.000

Copy to cipboard

Note that the correlation matrix activated through the regression analysis exclude the target year
while thecorrelation matrix of the scenario analysis does include the target year.
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6 Options page: setting options for atput

After indicators are selected the user can move on to the Options page.

6.1 Regression analysis

The main choice heree iisn doiectaweoerns 6t hnee t ohSoidn gal nec
Ssubset selectiono. The single free indicatol
the best subseselection fitsmodes with one or moreFree indicators. Every model will
encompass the Forcedimators and the chosen time trend. So when there are 5 free indicators,
only results for 6 models will be presented, the 6th model being the model without a free

i ndi cator . The met hod edlecttiieBoess modess utihsneultiples e | e ¢
indicators.
Indicatars Options Output Model details saved models
@ Single free indicatars Ordering and Sign of regression coefficients:
() Best subset selection Indicator name: Pasitive |MegativeUnknown
01 Potential Above Ground Forced
Ordering and selection 02 Potential Storage Organs Free
Biinaiel Root mean squared error for prediction - 03 Water Limited Above - Free
04 Water Limited Storage Free

Indicators with incorrect sign:
Terms which are not significant: a= 0,050 %

Summary statistics | R-squared
Adjusted R-squared
Residual standard deviation

to display (max. 5k

Residual degrees of freedom
Root mean squared error for prediction
Prediction for target year

Standard error of prediction for mean
Standard error of prediction

7]
Only display models with VIF measure smaller than: 6.00 =

Maximum number of free indicators in each model: 4 %
fad
=

< 0

wn

Maximum number of best models in each subset:

Various options can be set to display specific summary statistics and to enhance the visual
presentatioand selectioof the fitted models. Some options are specific for the chosen method.

The fitted regression models will be displaydui@utput page, where every row represents a

single model. The models are selected and ordered according to a single summary statistic which
can be chosen by the user. The user can choose from R squared, Adjusted R squared, Root mean
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squared error of predion, Standard error of prediction for mean or Standard error of
predictionand Residual standard deviatidn adjusted version of tidallows Cp statistic
which requires the fitting of a full moedét also available for best subset selectionaRuos
cons for each stigtic are given in the section some statiststeds.

A maximum ob summary statistics can be displayed for every model. These include the already
mentioned statistics, and alsofesidual degrees of freedom, Prediction for target yearand the
Maximum of the Variance Inflation Factors (VIF) of the indicators. Thef tise VIF is
described in the some statistisstieés section.

In case of calibration mode some statistics, famhwhe predicted yield is required, are not
availabléor selection, ordering and displalyese arStandard error of prediction for meamd
the Standard error of predictiand logically therediction for target year

Next there are options relatedthe selection of models in relation to the performance of the
selected indicator§he right part of the screen displays the list of indicators and whether they
are chosen as Forced or Free. On the basis of experience, the user may expect afgertain sign
the coefficients for at least some of the indicAfdesase i@d more on this in the section some
statisticalgsues. In such cases the user can set the expected sign of a regression coefficient by
means of the radio buttoi$ie sign can be positjvegatve or tnknown. The column headers

can be clicked to set all signs simultaneolistyr ough t he options 06AI I
0Excluded of Ihdecdtopdownthbhoxn@éorrect signo
resp. allowed, highligitt or excludedt is also possible to highlight indicators for which the
corresponding estimate is not significargxclude models with such indicatdran adjustable

level see dropdown box 0TerThase optionscan hddpsetectanot s i
appropriate regression model.

For the method of best subset selectioagthktra options are available:

- The search for the best models can be subject to an optional constraint, set by the VIF
option, on the degree of correlation permigtewbng the indicator variables. A higher
value for the VIF measure allows models with a higher degree of correlation among the
indicators; sesbme statisticasues.

- The maximum number of free indicators in every subset is limited by 4. This is to prevent
the user to choose a model wih many indicators. Note however thatthough not
recommendedmodels with many indicators can be fitted by selecting a ldicaftors
as Forced.

- Finallythe user can set the number of models to display for each subset.

The branch and bound algorithm in the best subset algorithm (implemented to find the best
model without fitting all models) requires that the full modehd.model with time trend and

all Forced and Free indicators, can be fitteslfull modetannote fitted when the number of
included years is less than the number of regression coefficients to be dastithatddll

mode] or when indicators themses$ are linearly related. This is called aliasing of Indicators. In
that case, after fitting the time trend, the selected Forced and Free indicators are added
subsequently to the model. Indicators wbasinote fitted, either due to lack of sufficiertrge

or due to linear relations among the indicators, are dropped from the list. The order in which
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indicators are added can be specified by the ussebtingn indicator andsing the up and
down arrows below the list of indicators. Indicators oafttye list are added first.

6.2 Scenario analysis

In the case of senario analysis, tgptions pageontainssarious options fahe definition of

the principal components e.g. the minimum number and the minimum percentage of variance to
be explained by th@incipal component analysis. Regarding the selection of similareyears,
years which are simitarthe selected target year, the user can vary the cutoff score distance and
the minimum number of similar years. The user can also let the prograforsaaroptimal

cutoff score distance that leads telativéow RMSEp (seé.2for the definition of RMSEp).

The latter includesfanction to avoid too large cutafforedistances by stopping the iteration

after finding the first local minimum

Min. number of principal components to process: 2:%:
Minimum percentage of variance: 9':"':':%:
Cutoff score distance: 1.50 :%:
Cutoff score optimisation: ﬁ
Minimum number of similar years: 2%:

- — 10 =
Minimum number of observations: a2

Mext

6.3 Moving average analgis

To calculate the average of the most recent yeacgeding the target yehe user needs to
check three option3he window sizaletermines the period of years, just preceding the target
yeay on which the average is ba8ddefault, the windowvize is 5 years with a minimum of 3
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years.

Ne xt

, t he

0

mi ni

mu m

number

least based anminimum number of years, by defaykars.

Window size:

Minimurn number of years with data in a window:

Minimum number of windows:

The last option, the minimum number of windows, needsesqui@ation. It sets a minimum

@

o3

of

years

threshold for the number of moving windows to calculate the root mean squared error of

prediction (RMSEp). In shorip evaluate thenoving averagmode] it is being applied as a

moving average over the available yleatsaveyield statisticas defined in the data analysis

and time trend page. The available fagrshewindow sizé€p)a n d

years wi

compared with the observed yield. These resulting errors are sumnidwesednmary statistic

t h

dat a

n

a

Wi

ndowd ( m)

t he

60 mi

ni

mu m

d e mavingmi n e
window has atast 3 years with yield statistics available, the number of moving windows is n
m. For each window, a forecast is calculated for the year proceeding the window and its value is

RMSEp The moving average concept and calculation of RMSEp is illustrated in the following
schema with n equals 14 and m equals 3 and thus the number of sliding windows equalling 11

(14-3):

Barley in Centre Nord, Morocco

Simple moving average

Year
1597
1938
1599
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011

sSUmM

Yield
0.8189
1.1052
0.6131
0.19504
1.0056
0.2880
1.3985
1.3110
0.8190
1.5533
0.6741
1.4001
1.5189
1.4652

+

14.7613

Fitted

*
*

*

0.8457
0.6819
0.7467
0.7605
0.8191
0.9587
1.0844
1.1939
1.1512
1.1515
1.1931
1.3223

CGMS Statistical Tool

Residual Sguared residual Window Observed - mean Sq. diff. with mean

*
*

*

-0.8553
0.3237
0.1414
0.6380
0.4919

-0.1397
0.4688

-0.5199
0.2450
0.2674
0.2721

RMSEp

*
*

+*

0.4294
0.1048
0.0200
0.4070
0.2419
0.0195
0.2198
0.2703
0.0620
0.1350
0.0741

1.9338
0.1303

L= T = L o O o = |

=
=

-0.8639
-0.0487
-0.1664
0.3441
0.2566
-0.2354
0.4989
-0.3803
0.3458
0.4645
0.4108

cvME

0.7464
0.0024
0.0277
0.1184
0.0659
0.0554
0.2489
0.1446
0.1195
0.2157
0.1688

1.9137

-0.03606
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7 Output page: vewing the results

Once all options are set in the Options page, the user can move on to the Output page.

7.1 Regression Models

In the case of Regression analybis,réquested method of single indicators or best subset
selection is applied and results of the fitted regression models are displayed in the Output page.
As a hypothetical example, cons&dgatasefor which aquadratidime trend was requested,
indicabr 01 was selected as Forced and indica@yr€3and @ were selected as Free.
Furthermoreboth types of highlighting were requested, with a significance levélefia#t)

and the modslmust be ordered accordingdotrmean squared error of paain. The sign of

each regression coefficient was expected to be positive.

The output for the method ofrg)le free indicators is given below. Every row represents a model

and the second column lists which free indicator is included. The model ihdjcatedn o n e 6 |
without a free indicator. The header of the second column reminds the user of the chosen time
trend and forced indicators. Next to the modelfi@esummary statisticsydeed sorted

according to theoot mean squared erffor prediction. e col umn denoted by
contains the t value for the regression coe
termdé6 col umn | i st andigladratit i mea | turee ®lbdr caamcdu i et ehd
value for the forcedhdlicator. Thecolouringof the t valus eitheindicates a wrong sign of the
coefficientyellow ora coefficient which is not significant (orangeyerboth not goodred).

Clearly, indicatdl is never significant and the user might want tambigator01 from the

model. Although the R squared values of the 4 models are quite similar, the models give different
predictions for the target year. The radio button in front of the first amatigie greecolour

of the rowindicates that this is the best model according to the chosen criterion. You can select a
different model by clicking on the associated radio button.

Indicators ‘ Options Output Model details ‘ Saved models

Model t-values

consists of quadr. trend +01 R-squared |Residual |Rootmean |Prediction |Standard |free linear |quadr. |01
(forced) standard |squared |for target |error of indicato | term term
and free: deviation |error for | year prediction |r
prediction

© {02 82.98 0.43 0.53 8.48 0.55 -2.528 7.028 -5.102 0.466
04 82.59 0.43 0,54 8.38 0.5 -2.350 7.011 -5.170 0,270
none 79.53 0.52 0.56 8.30 0.59 - 6.221 -4.454 SRGSY
02 79.67 0.53 0.60 8.38 064 0.384 5193 -3.601 0NeS

Copy to cliphoard Legend:  wiong sign not significant | BSHRIRGHGEEHIN & save ,l.y\ Export
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The method of best subset selection presents the user with the following list of models.

Indicators ‘ Options Output Mode! details ‘ Saved models
Model t-values
consists of quadr. |R-sguared |Residual |Rootmean |Prediction |Standard |02 03 04 linear |quadr. |01
trend + 01 (forced) standard |squared |for target |error of term term
and free: deviation |error for  |year prediction
prediction
none 79.58 0.52 0.56 8.30 0.59 - - -| 6.221| -4.454
+02 82.98 0.42 0.53 3.48 0,55 -2.528 = - 7.028 -5.102 0.466
+04 82.59 0.43 0.54 8.38 0.56 = -| -2.350| 2.011 -5170 0.270
+03 79.67 0.53 0.60 8.38 0.64 - 0334 - 5193 -3.601 [E0NeS
+02+03 §3.00 0.43 0.56 8.52 0.60 -2.463 0.195 - 5.943 4.220-
+03 +04 82.86 0.50 0.58 8.54 0.60 - 0,703 -2.400) 5.886 4.1?1-
+02 +04 83.05 0.49 0.69 8.54 0.53 N0 | 0348 5228 -9.900 0.484
+02 403 +04 83.03 0.50 0.70 8.49 0.61 00635 JN0IBEE 0.390 5854 4178 0.3%
, . — [
Copy to clipboard Legend:  wrong sian not significart [ EEHRREEEEEE & seve | op | Expon

The output is very similar to the output discussed before. The main difference is that more than
one free indicator can enter a regression model. Every free indicator now has its own t value
column with a value only when the associated free indicator sdmeliing model. The models

are sorted according to the number of included free indicators, and within that by the requested
summary statistfor ordering The alternatingolourof the rows, white or light grey, is used to
distinguish models with 1,32r morefree indicatorsThe model witl free indicators better

than the ones with ontige forcedndicator; and there is not much point in using a modePwith

or 3 freeindicators. The best modethisreforethe one with free indicatdwith asiqificant t

value; moreover the free regression coefficients have the correct sign. Note that for almost all
models the lineand quadratiime trendaresignificant but not the forced indicator .0An

analysis without indicat@t might therefore be useful.

In case the user wants to reproduce the results shown on the Output page elsewhere, he or she
can copy the content of the window to the <c
clipboarddé, t héVordfjeast e i nto Excel or

7.2 Scenario models

The scenario analysis involves: &rgtrincipal @nmponentAnalysis (PCA) on the indicator
vectors, seconddistance matrix to identifige similaryears (for their classification based on
distancesn respect to the targedar) and third, the yield prediction itself (based on the trend
alone or on residuals of the similar yeBfSA transforms the n original indicat@afer first
applying a standardizatignean of 0 and variance ihjo n new uncorrelated variablesechll

PCs, with the first PCs representing mosheifvariance of the indicatoBandardisation is
required to avoid that, in case of indicators having different scales (e.g. two water balance related
indicators one in m and one in mm), the indicatortiethargst variancde.g. the one in mm)
influences the result motdeally we would like to have the firsB2PCs representing 90% of

the indicator data variandes the PC are linear combinations of the indicators, the weight of
each indicator beimglled loading, we can analyze these PCs in terms of the original indicators.

CGMS Statistical Tool 40



In short the PCA summarize®st of the information contained in treginalindicators int@
few new "pseudo” indicators. o

In the PCA a many components are added dséxessary to at least explain a given minimum
level of variance. The componésisoresare then used to calculatdistance matriXSuch
distances indicate how,farthe Euclidian spaceyear is located away from other years. A set
of years is therekcted on the basis of this matrixwhich are closely located to the target year:
the similar years.

Subsequently, for each year the residual with respect to the
onone model 6 is <calcul ated. @Qetween obsesvéddhu a | i
estimated valueBhese residuals are summarizedtosimilar years and ti@tsimilaryears.
Theresidualsf the similar years dheenused to forecast the yield of the target year.

The top left section of the output page shimwsstatistics laoutthe PCsthe number of PCs,
theexplained variance ahe found cutoff score distasc€&he latter is given for the:
i target year: the maximum distance of the least similaf gkkgears similar to the
target year
1 other years: the maximum distance of the least similaf gkkaets of similar years
whendetermining similar years for each historic year (this in order to calculate the
RMSEDp)

The tableon the right giveshe explained variance by e&h Next a @able is presented
containinghe number of similar years and the numbaowsimilar yeardn the same table,
the minimum, average and maximum residuals are given for similar years armt®mbiia r
yeargespectively.

Furthermore, the wiput pag@ shows results of three predictions, based on different methods.
The first prediction is based on the time trend alone, without making use of teietefisre
mar k edonga.s The remaining two predictions are
Theforecast according to ttime trend is taken into account, ibig corrected withguantity:
1 an average of the residuals of the similar§eaded asEqually weighted
1 a weightedaverage of the residuals of the similar yeeararked agDistance
weighted.

The mentioned weights are set to the inverse of the distances between each of the similar years
and the target year. Weights are scaled by dividing each of them by &iegr shay sum up

to 1. In order to make sure that thedeals of years which are very similar to the target year
would not exert a too great influence on the prediction, a maximum was introduced for the
unscaled weighiislefault value for this is 50.

The RMSEp s calculated according a{easreut procedws. For eachistoricyear of the time
series,CgmsStatTooéstimates its yield using the remaining years. So fdrigadbyear,

similar years are determined and the similar years are used to predict the yield for that particular
historicyear. This isepeated for all other historic years. In case no similar years are found, the
selected trend model is used to predict the yield for that particular year. The selection of similar
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years is based on the-offtscoredistance. Note that in case-offtscae distance is zero the
RMSEp equalkat of the none (trend) model.

The RMSEP is maybe not the best statistic to select the model for forecasting the target year.
This error statistic characterize thlee O6hist
historic years. It is rather stable in the sense that the model not really change if you add one extra
year (on t o39yeark).Sbwhtledhe RMSER is ratlder constant, the yield variation

of the similar years, can substantially differyeanto year depending on the indicator values

and the found set of similar yedilserefore, we also calculate the standard error of prediction
(new) from (1) the residuals of the yields of the selected similar years to the overall mean and (2)
the standrd error of the overall mean, so that we also take care of the uncertainty in the mean.
In case of a linear or quadratic trend, we include the uncertainty in the trend model in a similar
way Note that thestandard error of predictias the same forgeally weightednd distance

weighted models.

The output of a typical scenario analysis is givie figure belowThe example pertains to

barleyin theCentreregion of Moroccdor the year$9®to 2010 and with the ye®011 as the

target year. FO@GMS indicators were included: Potential anéMiahited Above Ground

Biomass anéotential and Water Limited Storage Orgéne.cut off score optimization is
switched off and the cut off score distance is set tdd &an be seean average yieleas
selectedor the none modeMhe green ©6+0 signs show the si
show the three different forecasts.

Indicators l Options Output ‘ Model details ‘ Saved models

Explained variance:

MNumber of principal components used: 7| ‘Component no. ‘Percentage ‘Cumulaﬁve perc,
Percentage of variance explained: 95918 1 70,004 70,004
Max. tolerated distance for prediction of target yea 1.429 2 255914 95918
Max. tolerated distance for prediction of other year 1.437 3 4078 99.994
Yield 4 0.006 100.000
3.00
+
200 o mmmmrrommsmmmm s sT s nn e Residuals relative to trend Mumber ‘Minimum‘Average‘Maximum‘
Pt - Similar years 4 0075 0586  1.229
+ 1 X
o H Other years 5 0,563 -0.293 04582
i ' P+
1007~ " : -
! ! Model: time trend and | Forecast ‘RMSEp ‘Std. err. ‘
v : * : nane 1.001 0621 0,675
1 X w H
& : Equally weighted 1.587 0.770 0.563
00+t : ;
00 05 10 Distance weighted 1.247 0.591 0,563
Year I
| + Simnilar years ¥ Other years + Dnedictions| H Save & Export

From the three predictiordefaultheonewith the loweSRMSEp is selectedlso inthe batch
mode
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7.3 Moving averageanalysis

The moving average model is simply based on the average yields of the most recent years,
preceding the target year. To evaluate the model the RMSEp is calculated according the moving
window concept (see secttoB).

The Output page shows resultsnad predictions, based on different methods
- the time trendmarked agnone&
- moving average

The example pertains $oft wheain the Centre region of Moraztor the years 1990 200
and with the year 20&s the target yedihe green line presents the simple moving average
mo d e | and the red 6+06 signs the forecasts of

The top left section of the output page shoms statistics abouthe number of moving
wi ndows used and the minimum window size (si

data in a windowd) wused.
MNumber of moving windows used: g
Minimurm window size used: 3
Yield
3.00
s
| : [ :
200------ Poenenes A CEERLE Posonemseneee ROREEES
d [ >< ] [
4
4
100 --Xem b A
* E w E Model Forecast |RM5E for prediction
none 1.500 0.685
: : : ) o . .
0.00 —_— Simple moving average 1.715 0.741
oo 05 10

rear

HSave | | W Export

7.4  Saving model

The Savebutton at the bottom of the page can be used to sasettings and thresultof the
model indcated by the radio button. The results are in the first place saved to the database tables
RUN, FOREYIELD_HIS_REGION, MODEL_SETTINGS, MODEL_EXCL_YEARS,
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MODEL_INCL_INDICATORS, =~ MODEL_REGR_INDICATIFS =~ MODEL_SCEN_
INDICATIFS, MODEL_SCEN_SIM_YEAR@nd MODEL_MA/G_ INDICATIFS.

More details on the structure and content of these tables can be obtained from thd s&ction
and from Annex 1.

7.5 Export settings

Finally, the user can export the settings to a setting file by usixjgpitibutton at the bottom

of the pagdt should be noted that the analyst settings only store the choices made by the user at
the time which formed the basis for the ctlb@ of models shown to him / her on the Output

page. The analyst settings alone do not include any indication which model was selected and
saved by the user at that time.

When the opt i on,firstEhe pseris ppomptes to enbesessception for the
selected model:

Input desired 2

Description for the current result:

Scenario model for barley in 11075 for dekad 13

| Append to current settings file

[ OK ]| Cancel |

4

Next, the user needs todicatdf the settings should be appenttethe current selected file or

to anothefile.In the latter cagbeuser is prompted to choossuitable location and filename.

The save settysfile, covering the settings for one combination of area, crop, dekad and analysis
typecan be shared with a colleague or analyst elsewhegeywwhorg on the same database

He or she can than reproduce the m¢slet sectiohl.4.2. It can also be used a starting

point to definenultiplesettings for running the CgmsStatTool in batch mode.

See sectiohl.4.2for more information on managing settings fiteschaptet2for a general
background on workingith settings
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8 Model details page: viewing esults of aselected nodel

8.1 Regression

Details of a model can be obtained by clicking on the blue link for thainmbeéeOutput
page The details are then displayed in the Madgdils page which apened automatically.
One can opy the details, garts of the details, and theaspe them into Microsoft Word. The
ModelDetails pag®r a regression modectludes the followirfye sections

91 Description of model
Summary statistics
Regressionoefficients
Confidence intervals for prediction
Case statistics
1 Plots

1
T
1
T

In the followingthe above sections are dealt with in more details. For a higher level treatise of
the statistical issues involhssk thé e x t ¢ h a pSome Staéistidaliissaese d 0

8.1.1 Results of regression analysis

This section lists the area, cagkadnumber of included years, start, end and target year. Also
listed is whether the years have been transformed, the offset for the ye#reetfiechuded
yearsandthe time trendFor regression analysis an additional row is added whiclwdtiolvs
indicators are included

8.1.2 Summary Statistics

For regression analysise following summary statistiagith the page in MPV where they are
defined are listed:
1 R squared: theercentage variance explained (MPV 39)
1 Adjusted R squared: the adjusted percentage variance explained (MPV 90)
1 Residual Standard deviation: the square root of the residual mean square (MPV 23)
1

Root mean squared error for prediction: define e(i) as thent# between the i th
response and the predicted value for the i th response based on a model fit to the
remaining observations, i.e. without the i th observations. This is sometimes called the
PRESS residual or the leave one out residual. The Rosumia error of prediction

Is the root of the mean value of all the squared e(i). This is similar to the PRESS statistic
(MPV 153).

1 Maximum of VIF: the variance inflation factor of a regression coefficient is a measure of
the degree of correlation betwdles associated indicator and the remaining indicators.
Large correlations are equivalent to large variance inflation factor (MPV 337). This
summary statistic is the maximum of the inflation factors for the indicators, i.e. the
inflation factors for the ostant and the time trend effects are not taken into account.
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1 Prediction for target year: the mean yield prediction for the target year according to the
regression model (MPV 34).

9 Standard error of prediction (Mean): the standard error of the meareyietibprfor
the target year (MPV 34).

9 Standard error of prediction (New): the standard error of the individual yield prediction
for the target year (MPV 37). The following equality holds: SeNew2 = SeMean2 +
ResidualStandardDeviation2.

1 Residual degreesfidedom: the number of degrees of freedom for residual (MPV 23)

In case of calibration mode some statistics, for which the predicted yield is required, are not
available for selectiamrdering and display. These are:

9 Standed error of prediction fomean

9 Standard error of prediction

9 Prediction for target year

8.1.3 Regression oefficients

For regression analysikjst section lists the estimates of the regression coefficients, their
estimated standard errors, the associated t values and two sided poviaktrease numerical
precision, the regression coefficient for the linear time trend is feroffs=) rather than year

itself. The offset was fixed E265 Likewise, the regression coefficient for the quadratic time
trend is for (yearoffset}. In case of a logarithmic transformation of the yg&a6&is also the

default value for the offset, but in such cases the offset can be changed by the user to a certain
extent.

The p values are calculated by means of a Student distribution witrotlegessesm equal to

the residual degrees of freedom. Firthlyindividual variance inflation factors (VIF) are listed.

The VIF of an indicator is a measure of the degree of correlation between that indicator and the
remaining indicators and time treihdny, in the model.

8.1.4 Confidence intervals for prediction

Confidence intervals for the predicted value are given for confidence levels: 99%, 95%, 90%,
80% and 70% (band widthsdwer and upper bounds are calculated by firstly determining the t
value fromStudent's t distributiomccording the degrees of freedom and thesidee
cumulative probabilitand secondly multiplying thealue withStandard Error of Prediction
(New)and finally subtracting the value from (lower bound) and adairigpper boundihe
forecasted yielth case of calibration mode this table is empty.

8.1.5 Case statistics

For each included year the following case statistics are listed:
1 Theyield
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1 The fited value according to the regression model. Note that the fitted value in the last

row equals therediction for the target year

The ordinary residual which is the difference betWegreld and the fitted value

The leverage (MPV 209). Observations laide leverages are potentially influential

because these observations have remote indicator values as compared to the rest of the

observations. The mean of all leverages equals p/n in which p is the number of
regression coefficients and n the numbebséiwations. Leverages larger than 2p/n are
traditionally considered as high leverage points. The leverage of the target year is of
special interest because a target year with remote indicators will have a large standard
error of prediction.

1 The influencen the target year prediction. This is the difference between the predicted
value for the target year based on the full dataset and the predicted value s¥hen the i
observation is removed from the dataset. This is similar to the DFFITS statistics (MPV
214).In case of calibration motles statistic is omitted

= —A

8.1.6 Plots for diagnosing the model

The plots have a link to view the data in a separate window and through thatheins@w
cancopy the data for formatting graphs in an application like Excel

Two plots of case statistics can be used to check various aspects of the model:

1 Observed (0) and fitted (x) values versus year. This plot is similar to the plot on the Time
trend page, except that for excluded years no values are displayed at altahheeplo
used to check the observed and fitted yields. Note that for the target year only the
predicted value is displayed; the prediction can thus be compared with the observed
yields.

1 Residuals versus fitted values, with an added horizontal lineTdeyre@iduals should
be evenly distributed for every fitted value. For example, when the residuals spread more
for higher fitted values this indicates that the variance of the observations is not
homogeneous (MPV 140)

Next, the following plots are shown

1 Normal probability plot of the studentized residuals (MPV 134) with a straight line to aid
interpretation of the plot. The expected normal s€ot§s 0.375) / (n+0.25)] are used,
see McCullagh and Nelder (1989), and the points must roughly lizaoght Ie.
Although normality in itself is not an important assumption, a normal probability plot is
still useful to identify outliers (MPV 138).

1 Ordinary residuals versus year, with added horizontal lines at y=0 and at two sided cut off
values with a palue of 0.95. The residuals should not have a relationship with year. A
linear or quadratic plot might indicate that a time trend should be added to the model.
The plot can also reveal that the variance is changing with time, or that residuals are
correhted (MPV 146).

1 Leverage versus year, with an added horizontal line at 2p/n. This plot can be used to
identify observations that are potentially influential.
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T Influence on the target prediction versu
(LevN xRMS), where LevN is the leverage for the target year and RMS is the residual
mean square. This plot shows the effect of deleting individual observations on the
predicted value for the target year. A point can be influential on the regression model as a
whde, but have a small target prediction residual. See MPV 214 for the cut &if value.
case of calibration motdes plot is omitted

1 A 1:1 graph between observed and fitfdu fitted yield is plotted against observed
yield, with a 1:1 line allowing itigting immediately over/undestimation.

8.2 Scenario analysis

The Model Details page for scenario analysis, includes the following sections:
Results of scenario analysis

Time trend coefficients

Principal Component Analy8igarameters
Explained variance

Principal Component Analy8iadings
Clustering of years

Overview of residuals relative to the trend
Summary Statistics

Prediction

Case statistics

Jackknifing results

Plots
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Resultsof scenario analysis

This section lists the area, cagkadnumberof included years, start, end and target year. Also
listed is whether the years have been transformed, the offset for the ye#reetfiechuded
yearsand the time trendhe lastow indicates which of the models was selected: the one based
on the timetrendonly © nned), alsoonth® e q u a | | yplaim eesidydidprealdo on the
odistance weightédeighed residuabs)

8.2.2 Time trend coefficients

For scenario analysis, this sectionthsttrend coefficientsthe estimated standard efribie
associated t value and two sided p value.

8.2.3 Principal Component Analysis- parameters

For the following parametdise minimum required and obtained vahagiven
1 Number of principal components
1 Percentage of explained variance
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1 Number of observations used

8.2.4 Explained variance

This table shows the explained variance by praipalcomponentand the cumulative
percentage

8.2.5 Principal Component Analysis- loadings

This table shows haive componentarecomposed of the original indicators. The components
are always linear combinations of those original indicators andctileddoadings are
therefore the relevant coefficients.

8.2.6 Clustering of years

To identify the cluster of similar years the folloveisigjts areelevartt
1 the maximuntoleratedfound)distance for prediction of target y&dmisthe maximum
distance of the least similar year of all similar years
1 the maximumtolerated(found) distance for prediction afther year This isthe
maximum dstance of the least similar yefaall sets of similar years widetermining
similar years for each historic year (this in order to calculate the RMSEp)
1 the number of similar years found

8.2.7 Overview d residuals relative to the trend

In this tablesimilar years are placed versus thesmoitar(other)years by showing some simple
statistic®f the residualsf the two sets of years.

8.2.8 Summary Statistics

For scenario analysis, only the following statistics are listed:

1 R squared: thpercentage variance explainesidétermined on the basis of differences
between observed afiidedvalues of which the latter ones are obtained by means of a
leaveoneout estimation / prediction procedisedelow under RMSEp

1 Residual standhadeviationof the trend modelthe square root of the residual mean
square

1 Prediction for target year: the yield prediction for the target year according to the time
trend and corrected with a linear combination of residuals pertaining to the similar yea

1 Prediction for target yeaminimum value: the yield prediction for the target year
according to the time trend corrected with the lowest residual available for the similar
years

1 Prediction for target yeamaximumvalue: the yield prediction for thegt year
according to the time trend corrected with the highest residual available for the similar
years

1 Root mean squared error of prediciBMSEp) the RMSEp is calculated according a
leaveoneout procedure. For eadtistoric year of the time serie€gmsStatTool
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estimates its yield using the remaining years. So ftistagbyear, similar years are
determined and the similar years are used to predict the yield for that pastaudcar
year. This is repeated for all other historic yearssdmoasimilar years are found, the
selected trend model is used to predict the yield for that particular year. The selection of
similar years is based on theaftiscoredistance.

1 Standard Error of Prediction (Newhis equals thstandard deviation tie yields of
the selected similar yearsase of no trend. In case of a trend model the statistic not
only includes thetandard deviatiai the residuals from the treaflithe selected similar
years but also the uncertainty of the trend middeg that this statistic is the same for
equally weighteand distance weighted models.

8.2.9 Prediction

Thissection shows the following per similar year:

1 the Euclidian distance to the target year

1 the weight for the similar year

9 the residual for the similar year

1 the contribution of the similar year to the correction; i.eptheuct of weight and

residual

The final row in the tables explains how the final yield prediction is constructed by taking the
trend model and correcting it by adding the sum of contribufitmessamilar years.

8.2.10Case statistics

This section shows the following each year
I Euclidean distance
1 Observedyield
1 Fitted yield based dhe leaveneout procedure (in order to determine the RMSED)
1 Residual

8.2.11Jackknifing results

This table shows faach historic year the results of the leae®ut procedure in order to
determine the RMSEp. It shows for each historic year:

1 The selected similar years

1 The maximumfound dstance of the least similar year of all similar years for this
particular histociyear

8.2.12Plots for diagnosing the model

The plots have a link to view the data in a separate window and through that window the user
can copy the data for formatting graphs in an application like Excel.

Theplotof case statistics can be used to chedusaspects of the model:

1 Observed (0) and fitted (x) values versus year. This plot is similar to the plot on the Time
trend page, except that for excluded years no values are displayed at all. The plot can be
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used to check the observed and fitted yiélde that for the target year only the
predicted value is displayed; the prediction can thus paredmvith the observed
yields.

1 One or more plots of factor scores: in case of 2 principal components, only one plot is
shown, in case of more components three plots are sBowroval isdrawn in the
plots, indicatinthe cutoffscore distanaesed in thelusteranalysisThe oval igeallya
circle with a radiusqual tahecut-off score distance, i.e. the factdrbave expectation
0 and variance 1.

1 A 1:1 graph between observed and fitfée fitted yield is plotted against observed
yield, with a 1:1 line allowing identifying @drately over/undegstimation.

8.3 Moving average analysis

The Model Details page fooving averagealysis, includes the following sections:
Details of moving average calculation

Summary Statistics

Trend coefficients

Case statistics

Plots

= =4 -4 A -9

8.3.1 Resultsof moving average analysis

This section lists the area, cagkadnumber of included years, start, end and target year. Also
listed is whether the years have been transformed, the offset for the ye#reetfiechuded
yearsand the time trendhe lastow indicates which of the models was selected: the one based
on the time trendnly © nned) or the one basew n Singple moving average

8.3.2 Summary Statistics

For moving averaganalysis, only the following statistics are listed:

1 Modelling efficiencyt minus the ratio between squared residuals and squared differences
with the mean

1 Root mean squared error for prediction (RSME® square root of thesiduals
applying the moving window concept (see se&®pn

1 Number of windows used: the number of moving windows used to calculate the RSMEp
and the modelling efficiency

9 Prediction for target year

1 Number of yield figures used for the prediction

8.3.3 Trend coefficients

In case of a moving average model the coeffisiant givenIn case of a trend model the
coefficients of the model are given.
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8.3.4 Case statistics

This section shows the following for each year:
1 Observedyield
i Fittedyield based on the selected model
1 Residual

This table can easily be copied and pasted inféxtether calculations

8.3.5 Plots for diagnosing the model

The plots have a link to view the data in a separate window and through that window the user
can copy the data for formatting grapreniapplication like Excel.

Theplotof case statistics can be used to check various aspects of the model:

1 Observed (0) and fitted (x) values versus year. This plot is similar to the plot on the Time
trend page, except that for excluded years no vadudisgayed at all. The plot can be
used to check the observed and fitted yields. Note that for the target year only the
predicted value is displayed; the prediction can thus baredmygth the observed
yields Note that prediction for the first years aot given; the number depends on the
option O6minimum number of years with dat a

1 Residuals versus fitted values, with an added horizontal line at y=0. The residuals should
be evenly distributed for every fitted value. For example, whesidhaleespread more
for higher fitted values this indicates that the variance of the observations is not
homogeneous (MPV 140)

1 Ordinay residuals versus y€Hre residuals should not have a relationship with year. A
linear or quadratic plot might indedlhatanothemodelneeds to be selectélthe plot
can also reveal that the variance is changing with time, or that residuals are correlated
(MPV 146).

1 A 1:1 graph between observed and fitfdu fitted yield is plotted against observed
yield, with a 1:line allowing identifying immediately over/urekgimmation.
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9 Saved Models

The Saved Models page gives an overview of the different models and associated predictions
saved for the selected area, crop and geleadd)

The Saved Model pageainly shows informatiorof the saved model likbe prediction,

summary statistics and when and who saved the Muelphge does show which models were
selected by the usewatious points iime. Over time, the user may have selected alternatives

(e.qg. dierent indicators, different trend models fichne and the same area, crop and period.

The usemay have even saved the same model and associated predictions for the same area, crop
and period before and after an update was applied to the cropiypdilchtor data. Only the
resultsare used wbh were available at the monmtéet models wersaved andtored thus are

valid for the crop yield and/or indicator data that were available at th&i¢iase note that the

models showed in the Saved Mopate may pertain to different target years!

The SavedVodels page allows the analyst to compare the various models and associated
predictions.

Regression models:
|M0de| (trend + used indicators) |Date saved |.E\uthnr |Target year |Predicﬁ0n |RM5E|3 |Rﬂquared |St|:|. err. |N0. of yrg
no trend = 07 = 05 10/04,2019 boogalls 2011 1726 0311 85042 0,275

4 F

Scenario models:
Model (trend & use of residuals) |Date saved |.ﬁ.uﬂ10r |Target year |Predich’0n |RM5E|: |Rﬂquared |Sb:|. err, |N|:|. of yrs
no trend, weighed residuals 10/04,/2019  boogal0s 2011 1.748 0.541 24133 0.436 1

4 I
Maoving average results:

Model (trend & moving window type) |Date saved |Author |Target year |Predictinn |RM5Ep |Rﬂquared |5b:|. err. |N|:u. of yrs

no trend, simple moving average | 10,/04,/2019 boogal05 2011 1.250 0.758 - 0.878 1

|View maodel details| | Rename | | Delete |

Each of the displayed models camsdlected by checking the radio button in the first column
and then the model can bewed, renameat deletedWhen the user indicates that he / she
wants to view theelectednodel, the programme has to retrieve data about crop yields and
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indicators. A arning ishengi ven: OResults may differ from
to the vyi el d Nomechanismdvashailtothe prafrannmahéughto actually

check whether there are any differences between the stored predictiotistaoxlastd the

results of the calculations based on thefdatethe database at theomentof retrieving the

saved modelAt that point, the programme hasaisouse the analyst settings to restore the
model to its memory and to show the Model Dgiads for the selected model.
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10 Some Statistical Issues

In this chapter, the statistical background is explained of the model selection as is facilitated by
the CgmsStatTodh section10.1, various summary statistics for use in regression analysis are
described, with their advantages and disadvantages for arriving apredietiide model. In
sectiol0.2 it i s described what the Obest subset
the tool.Section10.3 10.4and 10.5describe some of the pitfalls related to model selection,
particularly for regression gisas.

Besides statistical principles, past experience is also relevant for modelPadeetiparience

has shown that, within the CGMS framework, time trend is generally the most important
indicator. It is therefore that the user must specify @arénte(none, linear or quadratic) before

any other element is added to the model. In case of regression analysis, the expected sign of the
regression coefficients for some indicators may be known, also due to past experience. Estimated
coefficients with rong sign can therefore be highlighted as an indication that the model might

not be correct.

In generalpne should always try regression analysis first in order to arrive at a stable prediction
model. Prediction models based on regression analpsigiadarly useful for large arets,

years with more or less usual weaftthrerse weather conditions raggur over larger areas

and do not usually alaffect larger areas the same unfavourable way. A dry periodengay

cause yield reductions on certain types of soil, whereas it may be favourable on other soils which
aregenerdy subject tdigh groundvatertables. Therefordrastic yield reductions and even
completecrop failures areftenaveraged o@asily

For cowntries with a rather even climate, the time abretalready gives a good fit aadiding

an extrandicatorto the regression modsten deesnot improve the model much. On the other
hand, for countries with a rather whimsical climddéngan extrandicator may improve the
model considerably.

Scenario analysis is expected to be particularly useful for smajlfer gesrs with exceptional
weatherSectiorl 0.6 containsnoreconsiderationsnscenario analysis.

10.1 Selection of the Best Model

There are various methods for choosing a regression model when there are many indicators.
Commonly used methods are forward selection, backward elimination and stepwise regression
(MPV 310). However these methods result in only one model and alterndgige \with an
equivalent or even better fit, are easily overlooked. Moreover, the particular indicators that affect
the response and the directions of their effects are of intrinsic interest and then selection of just
one welkHitting model is unsatisfacyo and possibly misleading. Therefore both the single
indicators and the best subset selection methods present the user with several models. However,
any selection method should be used with caution, especially when the number of indicators is
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large in comarison with the number of observations. In this case uncritical model selection
might lead to models which appear to have a lot of explanatory power, but contain noise
variables only, see e.g. Flack and Chang (1987). Indicators should thereforectedmsbe

basis of a statistical analysis alone. Experience with the intended use of the model, i.e. prediction
for a target yeatr, is therefore very important.

As mentionedbove the sign of coefficients may be known from past expeNerargg signs

can be due to collinearity among the indicators, or because other important indicators have not
been included inthe model (MPV 120). Because the principal aim of the CGMS statistical system
Is to provide a reliable prediction for the targat, yieshould be noted that models with as few
indicators as possible generally have better predictive power than models with many indicators.
This can easily be understood when one realises that the more indicators are included in the
model, the more cdefients will have to be estimated and therefore the more uncertainty is built
into the model. The significance level of a regression coefficient indicates whether the
corresponding indicator is necessary or Non-significantindicators can therefore be
highlighted. So using highlighting both for sign and significance can be employed to select a
model for which none of the regression coefficients is highlighted, although this might be too
restrictive in practice.

Several summary statistics can be osedially select a best model (MPV 296). Any statistic

will generally be overoptimistic because a lot of models are fitted in the process, especially for
best subset selection, and the best model can be a stroke of luck. In any case, R squared is not ¢
good criterion to select the best model because it will always select a model with the maximum
allowed number of indicators. That is because R squared always improves by adding an indicator
to a model. To put this another way, there is no penalty for addnaicator. When Adjusted

R squared or Mallows Cp is used there is a penalty for adding an indicator. Adjusted R squared
improves when the absolute t value of the added indicator is larger than 1, while Cp improves
when the absolute tvalueislargarnh 82 . Cl early Cp is the more
tend to select models with fewer indicators as compared to R squared and R squared adjusted.
The Cp statistic also has another rationale. Assume that the full model, i.e. the model with all
indicators, provides a good estimate of the residual variance. Then the expected value of the Cp
statistic for a smaller model with no bias equals the number of regression coefficients. So Cp can
be compared to the number of coefficients (including the cnstewwvever when the number

of indicators is large as compared to the number of observations, the full model will often
overestimate the residual variation and consequently the values of the Cp statistic will be small
(MPV 300). The Root mean squared eofoprediction has an intuitive appeal for the
CgmsStatTodbecause it specifically aims at small prediction errors. It is commonly used for
model selection. The standard error of prediction for the target year is an unconventional
summary statistic. Itnet known whether this criterion provides stable and reliable predictions.

The standard error of prediction for a new observation seems more appropriate than the
standard error for the mean because the aigned&tToolis to predict a new observation.

The above remarks can be summarized as follows. Incorporating knowledge and experience in
the process of selecting a best regression model is extremely important. When the number of
observations is small as compared to the number of indicators, catelfskhection is crucial.

In such a case, automatic methods with all indicators might well select a model which appears to
be very good but will have low predictive power. For that reason, a careful pre selection of
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indicators is necessary. The signigndisance of regression coefficients might provide clues as
to which models are good.

10.2 The best subset model may not always be the best

The interface suggests that the method of best subset selection will always display the best
models according every summary statistic. However the algorithm used selects the best 40
models in every subset according to R squared. This is by definition equivalent to the best models
according to R squared adjusted and Mallows Cp, but not always equivalent todkdelbest
according to other summary statistics. For the 40 models thus selected, the other summary
statistics are calculated and the models are sorted according to the requested statistic. Since a
maximum of 10 models is displayed for every subsekglyjistihough not necessary, that these

are the best models for every criterion. In theory however the best model according to one of the
other statistics can be missed by the algorithm.

So why not use another algorithm? One could of course fit everlemugset in turn to select

the best model according to any criterion. However with 20 free indicators there are 4845
possible models with maximally 4 indicators; with 30 free indicators there are even 31930
possible models. Clearly the computationaébwvduld then be enormous. The algorithm used

in CGgms~XatTool however does not explicitly fit all models, but uses a branch and bound
algorithm to find the best models. This implies that it is very efficient even for large numbers of
indicators. It was thefore decided to use this algorithm. The minor disadvantage of possibly not
selecting the best model according to any criterion is taken for granted.

The best subset algorithm used is the 1981 double precision version of a branch and bound
algorithm forsubset selection developed by Furnival and Wilson. This Fortran algorithm was
obtained in 1982 bgersonalcommunication with Furnival and Wilson, see Ter Braak and
Groeneveld (1982). It was claimed that the 1981 version is twice as fast as the h974 versio
(Furnival and Wilson, 1974) and requires much less storage. From 1992 onwards, the best subset
algorithm is also made available in Genstat by means of procedure RSELECT, see Goedhart
(2005).

Besides, the original Mallows is no more used in the CgrasBiat$orting and selecting the

best model. Instead an adjusted or corrected Mallows Cp is used as introduced by Gilmour
(1996)The best model is selected from the best models of the subsets: with each increase in the
number of indicators it is checketliether the corrected Mallows Cp decreases at least 10%,
otherwise the selection process stops anchadel from the previous subset is seledieel

criterion of at least 10% decrease in Corrected Mallows Cp was introduced on the basis of
practical inslgs.

10.3 Multicollinearity and Variance Inflation Factors

Indicators are said to be multicollinear, or collinear, when there are near linear dependencies
among the indicators (MPV 117 and 325). Near linear dependence can occur when there are
many indicators sacompared to the number of observations, or in case some indicators
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essentially measure the same aspect as other indicators. An simple example is the mean
temperature between 7 and 19 hours and the 24 hours daily temperature.

Collinearity results in yelarge variances and covariances for the estimators of the regression
coefficients. This implies that a small perturbation of the data might give very different estimated
regression coefficients. Regression models with collinear indicators may tbdoefiorpgorly

when used for prediction purposes. One way to identify collinear indicators is that the sign of the
estimated regression coefficients is wrong, or that the estimate is very large. This can simply be
explained by the following example. Supfustea response Y is, except for random error,
linearly related to an indicator Z1 in the following way Y = 1 + 2xZ1. Suppose further that
another indicator Z2 al most measures the sanm
+ 2xZ2 is more or ks equivalent to the model with Z1. ButY = 1 + 1xZ1 + 1xZ2 is also alike,

and so is Y = 1 + 100xZ& 98xZ2. It turns out that all models for which the sum of the
regression coefficients for Z1 and Z2 equals 2 are equivalent. As a result the esessited regr
coefficients can be almost anything, depending on the specific observed values forY, Z1 and Z2.
Consequently, the variances of the estimates are generally large.

A useful measure of collinearity is the variance inflation factor (VIF). Beit@&R squared

value of a regression model of indicator j on all the remaining indicators. The VIF of indicatorjis
then defined as 100 / (1@R?)™ If indicator j is unrelated to the remaining indicatgrs R

small and the corresponding VIF Ww# close to unity. However when indicator j is linearly
related to some subset of the remaining indicatbveille close to 100 and the VIF will be

very large. It can be shown that the estimated variance of the regression coefficient for indicator j
scales with/IF;. Clearly one or more large VIF values is indicative for collinearity. MPV claim

t hat opractical experience indicates that if
associated regression coefficients are poorly estimated becauseloflmultce ar i t y 0.

The maximum VIF of all indicators is thus a good summary statistic for a regression model. Note
that in calculating the individual VIFs the time trend model is also taken into account. However
since year and y&are themselves heavily etated, even when an offset is first subtracted, the

VIFs of the linear and quadratic time trend can be very large. This can be easily remedied by
using orthogonal polynomiatswhich case the VIFs are eciwal. This implies that VIFs for
polynomial moells are not very informative. Consequently, the maximum VIF of the regression
model does not take the VIFs of the linear and quadratic time trend into account.

The method of best subset selection has an option to only select models with a maximum VIF
smdler than an adjustable value. This can be useful when all the best models have very large
maximum VIFs. By specifying a smaller maximum VIF value a deeper search for the best model
can be enforced.

10.4 Regression Diagnostics and Case Statistics

Somet hing is owrongd with most regression mo
which is somewhat large, a normal probability plot which is not a straight line, residuals that tend
to become larger when the fitted value increases, avatibsethat has a large effect on the
predicted value for the target year. Automatic removal of observations to remedy the problem is
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usually not a good idea. Deleting such points does improve the fit, but might result in a false
sense of precision of testimated regression model and thus of the prediction for the target
year. Instead it is important to first find out why a certain problem occurs, and then take an
appropriate action. It should be noted that the cut off values in the diagnostic grdphs usua
identify more observations than the data analyst is willing to verify. This is especially the case in
small samples. Moreover, after removal of one point, sometimes another observation may
suddenly stand out as problematic. In the discussion belstmetidn is made between case
statistics for outliers and for influential observations.

Outliers are observations with a response which is not typical of the rest of the data. They can
generally be identified by looking at residuals, although muttipks ought mask each other.

It is important to try to understand why an outlier has occurred. Perhaps the yield of a crop is
incorrectly recorded in a certain year, or the yield is very low because of extreme weather
conditions which are not represengfior the year for which a prediction has to be made. In

such cases there is evidence that something is wrong with the observation and it can be safely
removed from the dataset. However when there is only statistical evidence that the observation is
outly ng, one should think twice before del eti
should be strongnet at i sti cal evidence that the outl.]
Because the main aim ofn@SatTool is to provide a prediction fohd target year, the
Influence on the target year prediction might be helpful in deciding whether to remove an
observation or not. When there is only a small effect of removal of an outlier on the predicted
value, one might want to keep the observatitreidataset.

Influential observations have a more than average effect on summary statistics and /or on the
estimates of the regression coefficients. One can distinguish between leverage points and
influential points as shown in the Figure below.

Lewverage point Influential observation Multiple cases

oD
oC

O
000
oA OOO ©

oB
Incicator Indicator Indicator

A leverage points has remote values for the indicators, but the regression line does not change
much by deletion of the leverage point. Such a point can be identified by a large leverage and a
small residual, and also a small target prediction residuatekiailfobbservation on the other

hand also has a large leverage, but now both the residual and the target prediction residual is also
large. Discarding of influential observations is therefore always worth considering, while leverage
points can be possiblgft alone. Whether an influential observation should be discarded is
anal ogous to the treatment of outliers. MP V
point is a valid observation, then there is
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All regression diagnostics implemented gm$aftlool are calculated for individual

observations. However Cook and Weisberg (19
observations will be influential, but this influence can go undetected when caassnat e
i ndividuallyo6. They il lustrate this with the

or D is deleted, the fitted regression will change very little, while if both are deleted the estimates
may be very different. Conversely, if B @& deleted the fitted line will change, but if both are
deleted the fitted line will stay about the same. This is simple to detect when there is only one
indicator, but very hard when there are multiple indicators. Various suggestions have been made
to identify groups of influential observations, among which certain forms of cluster analysis
(MPV 217), but none of these have been implemented.

10.5 Perfect Fit and Aliasing of indicators

When a chosentime trend model whether constant, linear or quacraties a perfect fit to

the yield data, the residual mean square of the regression model is zero. In this case a warning will
be issued in the log window as soon as the data are processed for display on the Time trend page.
Moreover the Time trend pagél not display p values for the linear and quadrati¢rénee

Al so on the Output page the p values for [|ir
In that exceptional case no prediction for the target year is provided. This is alsmthe ca

model with one or more forced indicators fits the data exactly. So only when a model with a time
trend and forced predictors does not fit the data perfectly, a prediction for the target year is
calculated.

When indicators are perfectly linearly relatedcéimepenter the same regression model. This

can be either due to linear relations by definition or by chance, or by too few observations in
combination with too many indicators. When the sample sz®lier than the number of
indicators to be included in the regression model, the indicators are aliased by definition. Every
effort has been made to ensure that the software handles aliasing in a correct and understandable
way. The single free indicatagthod and the best subset selection method deal with aliased
indicators in a different way. The single free indicator will display all indicators in the Output
Tab, and aliased indicators can be i dlednti fi e
analysis of such a model, by clicking on the blue link of the model, will have missing values for
the corresponding regression coefficients. The best subset selection method on the other hand
will first remove all aliased indicators from the indiGatpand proceed with the remaining
indicators. This is because the algorithm requires that the full model, with all indicators, has a
positive mean squared error. Removal of indicators is according to the order of the indicators in
the Options Tab, butote that forced indicators are added before free indicators. Removal of
indicators is reported in the log window.

As an example suppose that there are 6 indicators with the following linear relations 05 = 01 +
02, and 06 = 03 + 04. The table belowlisth indicators are aliased in different situations.

Order of indicators | Free Forced Aliased
01 02 03 04 05 06 01 02 03 04 05 06 05 06
01 02 03 04 05 06 01 02 03 04 05 06 02 04
01 02 03 04 05 06 01 04 05 02 03 06 | 04 05
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|02 05 03 01 06 04 01 02 03 04 06 |05 |01 04 |

10.6 Comments on €enario analysis

Usually, crops have certain optimum conditions under which they thrive well. Too dry or too wet
may cause similar yield reductions. The same is true for other variables such as temperature.
Scenario analysis aims to identify historical years duringwhgiemeteorologicalonditions

were similar tche target year.

Thescenari@approach is especially meant for predicting the yields during years with exceptional
weat her . The time trend is supposed tlto repr
should be realized th#tere are often certain growth stages during which crops are more
sensitive to abnormal conditions than udtted.foweringstagds of cairse the most obvious

example. At timespmall changes in the sequence of meteorologerdabéave major effects in

crop response.

It is recommended that the selection of indicators for Principal Component Analysis is done
based -ehabdnaenmi.A aide sat of similgrlydgais which seem similar may easily be
obtained by clickingfaw buttons. However, if those years are not really similar to the target
year, one may end up predicting a higher yield than the time trend would suggest whereas the
agrometeorological conditions would rather suggest a lower yield thn usual

After establishing a set of similar years, it is good to check why they are marked/A® similar.
there years which are very sintdathe target yeand otherdesssimilar?The case statistics

with the distancesan answer this questidvhichindicators contributeonsiderablyo the
selected factors? The table with the loadings can answer this question. And woula there be
causalexplanation as to how those indicators could affect crop yield in a favourable or
unfavourable way®aybe such elanations cannot be given for all indicators used in
constructing the selected factdrfound similarity should be regardeckavhen many of the
included indicators have indeed got similar values for atcthiéesisimilar yeaWwhen acausl
expdanation can be pointed oalisoas to how the crop yields could be affected, a similarity
should be regarded as meaningful. In that case, the similar years are expected on one side of the
trend lin& i.e. in the plot of yields versus time.
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11 Installation, databasesandfile menu

Below you can find more time installatiorthe databasaend file menu

11.1 Installation

CgmsStatToolwill be installedby defaulton the following directoryC\ Program Files
(x86) Alterrd CgmsStatTool (in the case of WindowdJngler this directory you will find the
followingsubdirectories:
1 Doc: includes this user manual
1 Extra: software to create a Data Source Name entry for an MS Access database
(CreateDsnToMdb.exe)
1 Images: images supporting the user interface
1 Queriesqueres used teetrievedata from the database
1 Resoures: miscellaneous files.g. statistics.txtwhich describes the codes for the
summary statistics to be displayed of a selected model

On the main directory the following files are present:
1 CgmsStatTool.exthe CgmsStatTool
1 DFORRT.DLL:Visual Fortran Runtime library
9 StatLevel3.dlthe Fortran DLL responsible for determining the models
1

Files dbxora30.d]I dbxfb.dll, sqglite3.dlfor connecting tonon-MSAccessdatabase
system®RACLE, Firebird an&QLite

Besdesfiles are installed undbe Public Documents Foldatso known as Shared Documents
Folder or Common Documents Foldémwas decided to store the files and the data under the
Public Documents Folder because it is the location that is mostedes users than any
other on the @lirive, i.e. less often restricted by permissitresexact location of this folder
varies from one Windows version to anot®aer:Windows 7this folder can be foundere:

C\ User$Publid Documents.

The configuration options of CgmsStatToGlghsStatTool.inand dbxconnections.inisee
Annex 4arelocated below this Public Documents Folder, in the path AignmesStatTobl

The CgmsStatTool is supplied with a samatabase$SQLite MSAccess and Hiied) which

can be found undéne Public Documenta the path .\ Alterrd data . By defaulCgmsStatTool
starts witha SQLite database nan@8IT_351db3 But there are also sample databases for MS
Access name@ST_35Imdband for Firebird namedST_351FDB. A facility is available to
enable the user to switch database (see sktthrNote onlyAccess 3bits(not 64bits)is
supported. CST scans for tB2bitsd r i ver . | f itds not found,
chance to switch to Access.
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We are aware that we made particular choices as to where to iCgmié8tatTodiles on the

file system. For users who suibject to the most common restrictions, those choices were a safe

bet, resulting in a worki@pmsStatToan 99% of the Windows systedsven if those users
didndt understand much about User Account Co
Windows.

On request an alternative installagetoan belelivered that suppsthe installatiom a folder

of choice e.g. in folder\@ew CgmsStatTogb ut def i ni\Pred gr anrat Fii Ine © C(

0 CPr ogr anExécuthbkesaddresourses| | be installed by def a
data into subfolder o0datadé and configuratio
oconfdé will be | ocated from wi debpi *rnifieh.@hee x e c u
flesh t he subfolder o0datadé are | ocated by mean
moved manually after installation to a location of your choice. The latteris already possible even

with the current CgmsStatTool anyway.

11.2 Databasestructure
The CgmsStatTool interacts with other tools and programmes via the database.

Below an overview of the tables and their relationships:

INDICATOR_DATA MODEL_SETTINGS

MODEL EXCL_VEARS
7 REG_MAP_ID INDICATORS 7 RUND i EXCL
R ? DESCRIFTION =17 runm

¥ FYEAR % INDICATOR_CODE L
¥ pEcaDE INDICATOR_NAME _\ STRVALUE # EXCLUDED_YEAR
NUMVALUE

# INDICATOR_CODE 'WRITE_PROTECTED
MODEL_INCL_INDICATORS

INDICATOR_VALUE
“-\_ % RUN_ID MODEL_SCEN_SIM_YEARS
=22 | 7 INDICATOR CODE ¥ RUN_ID
MODEL_COEF 7 SIMILAR_VEAR
f______‘—————_____‘{ COEF_TVALUE EUCLID_DISTANCE
COEF_PVALUE

CROP_INDICATOR_DATA
% REG_MAP ID

RUN

9 FEaR ? RUN_ID
9 DECADE - REG_MAP_ID
7 — STAT_CROP_NO MODEL_SCEN_INDICATIFS
STAT_CROP_NO - - 1
9 INDICATOR_CODE DECADE FOREVIELD_HIS_REGION ¥ RUN_ID
" ANALYSIS 1 START_YEAR
INDICATOR_VALUE ARGET YEAR ¥ ;i:;;; o MODEL_MAVG,_INDICATIFS END.YEAR
FTIMESTAMP FORECASTED YIELD ™—| % runD NUMBER_OF YEARS
REGION - START_YEAR TRANSFORM_YEARS
% REG_MAP_ID END_YEAR YEAR_OFFSET
REG_NAME NUMBER_OF_YEARS ORDER_OF_TIMETREND
REG_LEVEL STAT_REGION_EXCLUSIONS MODEL_REGR INDICATIFS TRANSFORM_YEARS RSQ
YEAR_OFFSET
REG_MAP_ID_BT ¥ REG MAR ID ¥ RUNID iaies A RMSQ_ERR_PRED
BELONGS_TO_NAME 2| ¥ sarcropnO START_YEAR WINDOW 6 PCOMP_COUNT
STAT_CROP ¥ FYEAR END_VEAR - PERC_EXPL_VARIANCE
L a MIN_NUM_YRS_WITH_DATA CUTOFFD
¥ STAT CROP_NO REASON NUMBER_OF_YEARS
- - MIN_NUM_WINDOWS SCEN_MODEL TYPE
STAT_CROP_NAME TRANSFORM_YEARS . -
- RIMSQ_ERR_PRED STD_ERR_PRED_NEW
CROP_NO YEAR_OFFSET STD_ERR_PRED_NEW NST COEF
2/ STAT_REGION CROP_NAME ORDER_OF TIMETREND il CONST_COEF
¥ meear o s TIMETREND_LIN iy
¥ STAT_CROP_NO = CROP_CALENDAR RSQ_AD) - TIMETREND_QUAD
[+l TIMETREND_QUAD
FYEAR ¥ STAT_CROP_NO RES_STD_DEV
AREA_CULTIVATED = @ REG_MAP_ID RMSQ_ERR_PRED
OFFICIAL VIELD SOWING MALLOWS_CP
FLOWERING MAX_VAR_INFL_FACT
MATURITY STD_ERR_PRED_MEAN
STD_ERR_PRED_NEW
CONST_COEF
TIMETREND_LIN
DATA_FOR_VIELD_FORECAST AGRICULTURAL_YEAR TIMETREND_QUAD
REG_MAP_ID CALENDAR_START
FYEAR
DECADE

STAT_CROP_NO
INDICATOR_CODE
INDICATOR_VALUE
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The tool retrieves data from a database and results can be written to that database too. The
database containing theld and indicator data is assumed to contain at least the following
tables:

==

STAT REGION

REGION

STAT_CROP
INDICATORS
INDICATOR_DATA
CROP_INDICATOR_DATA
RUN
STAT_REGION_EXCLUSIONS
AGRICULTURAL_YEAR
CROP_CALENDAR
SEASON_INFO

= =4 -4 48 -9 _9_4_95_2_2

In addition aviewis needed callé@ATA FOR_YIELD_FORECASTBY means ohisview
all the indicator dataecomeaccessibl®r theimportant components of tlagplicationEven
theindicator data whidmre not crogpecific become availabjemeans of thigew, i.e.for all
crops for which there are records in the table STAT_REGION.

Another vew is neededcalled DUPLICATE_INDICATOR_DATA to check whether an
indicator is used ihoth tables: INDICATOR_DATA and CROP_INDICATOR_DATA.In
that case the user will be warneddhandicator can only be used one of the two tables.

The tableSEASON_INFO is used by the CST to store temporary information on dekad
definition and accumulation periods.

The structure of these tabéesl viewss described in further detail in Annex 1.

Besides, the following tables are required, if the user wants to save resutigressisor
scenari@analyses tihe database

FOREYIELD HIS REGION

MODEL_EXCL_YEARS

MODEL_INCL_INDICATORS

MODEL_REGR_INDICATIFS

MODEL_SCEN_INDICATIFS

MODEL_SCEN_SIM_¥EARS

MODEL_MAVG_ INDICATIFS

MODEL_SETTINGS

= =4 -4 -8 -9 -9 _9_2

The structure of these tables is also dedcdnlferther detail in Annex 1.

The tabl&cOREYIELD_HIS REGIONSstored the final forecast.
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The table MODEL_REGR_INDICATIFS stores the selected model aboogtletelyand
includes items like

The selected start year;

The selected end year,;

The offset used for the years;

The selected transformation for the years;

The selected time trend;

Coefficient of selected time trend,;

A number of summary statistics fa elected model.

NoukwhE

In  addition, the tables MODEL_EXCL_YEARS and MODEL_REGR_
INCL_INDICATORS store:

1. The years which were excluded; and

2. The indicators which were included in theehadd their coefficients

The following tables enalbhe user to save rdsuof scenario analyses to the database
T MODEL_SCEN_INDICATIFS
T MODEL_SCEN_SIM_YEARS

Finally, the following table holds the results of the moving average analysis:
1 MODEL_MAVG_INDICATIFS

11.3 Filling the database

In order to use th€gmsStatTodbr a new aredt, is advisable to start with an empty database
There are databasesontaining all the mentioned tabldsuit empty (SQLite:
CST_35l1empty.db3MSAccess: CST Bemptymdband FirebirdCST_351enpty.FDB).In
Annex 6 it is explained how input tablearoémptydatabasein this case MS Accesan be
filled with data for a different region of inter¥ée. also have a presentation avail&iiibd(
CST3_5BSQLiteDB.pdf) explaining how to fill a SQLite database using SQLiteS$2dio

The following 7 tables will need to be filled in the given order:
REGION

STAT_CROP

INDICATORS

STAT_REGION

AGRICULTURAL_YEAR

INDICATOR_DATA

CROP_INDICATOR_DATA.

= =4 -4 -8 -8 -9 -9

Why this order needs to be followed is explained in Ann&hettablesREGION,
STAT_CROPandINDICATORS have to be filled first with appropriate records, meaning in
particular that unique keysufnerial identifiers) have to be given to each crop and each
geographical unit respectively. Without those unique keys in place, the tables STAT, REGION
INDICATOR_DATA andCROP_INDICATOR DATA cannot be filled.
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Each of hesevenablestoresparticular data

REGION Contains the cas, names and hierarchy of the administr
geographical units

STAT _CROP Contains the codes and names of the crops

STAT_REGION Contains officially approved historical yields and areas U

cultivatiomd or in other words acrea@ger crop, per year
for each geographical umibte that areas are not obligate
but can be of interest to search for the most domamaas
Currently the CBcan only manage 45 years of yield stéti

INDICATORS Contains the codes and names of indicators

AGRICULTURAL_YEAR Contains 1 record that defines the starithof the
agricultural year

CROP_ INDICATOR_DATA | Contains indicators per crop for edekadvithin eachgar,
for each geographical unit

INDICATOR_DATA Contains indicators for eagdkadvithin eachgar, for each
geographical unit

More explanation how a database should be filled to make it doitalde with the
CgmsStatToas given in Annex 6.

11.4 File menu

In most cases the tool can be driven by selecting options offered in the left menu and options
offered on one of the five tab pages on the right panel. However, the tool is equipp&tewith a
menu for special actions.

The menu has the following structure:

1 File Change database; New settings file; Open settirngaviesettings as;
SavenodelresultsExport currentsettingsPrintreport Exit;

M1 View Log Window;

1 Tools Data import and managememgst model for other dekads / regions;
Run;Saveeportto file;

1 Help User manuaRbout

11.4.1File 8 change database

The fle menthas t he option oO0Change databaseo. Wh e
appear®dt he odatabase switch formé. By -chled aul t
pre-configured sampldatabase. That is the database, configured @gthgStatTool.irile

under parametddbxProviderStrBy default, this is a data souramerepresenting SQLite

database nam&@®$T_351db3 See for more information Annex 2.

Thetool offers thepossibility to connect to other databasa$e flywithin a sessiomne those
databaesthat have their data in one file. Such databases are indicatdhssditlatabases.

2 When importing yield in SQLite you have to give a code for missing Nakidsiring the imprt you have to
indicate the value/string representing null values
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Three database types are supported: SQUi®d(, MSAccess (omdbdé and 0.
users with 3bits MSAccess) and Firebird (*.fdb).

Whenthe user wants to connect to anotherbiileed database that is different from the pre
configured database, the user needs to click
1. Sel ect the fhadied blwatttadm sceFi | e
2. Navigate to the releviafolder using the drive selector and the directory list box located
on the left of the form
3. Select the desired database type (bottom left)
4. Click on the relevant database file itthdocated on the right
5, Press the 0Swit ch¢ fobmuandwaihunththe apphlcatiorbreports on o
that the selected database is suitable
6. Press the 0Closed6 button

r N
‘F Connect to database =NREA X
) Preconfigured database: CGM5_Local_Database
@) File-based database: C\Users\Public\Documents\Alterratdata\CGMS.FDB

S 10145307_5¥5 (C) - Iiél I, Iié‘ I, Iﬁé‘ s, Iié‘ I, Iié‘ I,

S 10145307_5¥5 (C)

| Users cgms-20160203.md CST_300.mdb CST_V300_AVIKO_A  CST_v3DO_AVIKO_M  CST_v300_empty.m
. Public

J Public Documents @ 5 @ 3 @ 3 @ 3 @ 3
. Alterra
' data

CST_v300_example_ CST_w300_Russia.m CST_w300_SugarBee CST_v300_Ukr.mdb  CS5T_v300_wies.mdb
Y Ly
2] A

CST_v3_Algeria_extr cgms_fb_bridge.acc

[MSAccess Databases (*.mdb v‘

DAIso show ODEC data sources Save database change to inifile

It is advisable to only select database files with all the necessary tables instderripatiioie
database is selected, the application has to restart.

By checking the box o0Save database change
permanen The next time the tool starts, it will no more open thequmiggured database but

this newly selected onlote that also the cookies (to keep user choices in memory) work only
after the connection has been saved to tfiésini

11.4.2File d managing settngs

At start up, the programme by defaus | i nked t o t he Ohce lsedbydo Cg ms S
exporting settings (see secfiod, the file is stored under NDocuments (see log window for
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exact location)lhe user may want to load a different file with analyst settings. The file menu
t herefor e ha ssettingsdilé o p h d cat@gs dld.e w

When g&ditiegsflé i s sel ected, an empty CSV file 1i:

When t he o pettingspfiié 0 Gp esne | e aanselatt anothdr fle tavsomrk with.
The osetimgrfilé di al og al ways suggests the name
selecting anothald, the programme checks how neatg ofanayst settings the file contains:
1. If the file contain®nly one set chnalyst settingshus one set for one combination of
an area, crop, period and analysis),tyipen the user is prompted with a question
whet her the settings should bilthtasgdeed | nt
interface is completely reset according these settings.

rConﬁrTn [—?_E—J1

2. If the file containgnore than one complete setiohlyst settinga message appears in
the log window. Suegquently, the programme continues to work with the indicated file
from then on, until it is terminateb make use of these settings the userahiesast
select the correct area and crop for which settings are available in the newly opened file.
This is something the user needs to know in advireec t the oOretrie
function can be activated (see se&idnlf the right dekad has also been selected then
the available settings immediately ajgmetae newly opened forf®@therwise, the user
can disable the filtering on dekad to explore available dettitigsr dekads

Settings can be exporté¢hen a user does not open another settings file, exported settings (see
section7.5 for export) are written t6gms&tTool.cswnder My Documents. Each time the
CgmsStatTool is stad,this default is replaced by an empty filendmtairthe settingafter
CgmsStatTool has been closleelusemustsave th€gmsStatTool.cgvv i a 0Save set't
under a differemtame on a user defined folder.

11.4.3File & miscellaneous

The 0Save model resul tsé and OExport setting
7.4and7.5 These arenty enabled whea regression or scenario has been carried out and the
relevanbutput framestill has the results loaded

Any time the Output or the Model Details page is open, it is possible also to print whatever is
shown there. The user can start peaportn t fi ngm t o
the Filemenu In the case of the Model Details page, a print dialog appears first, in the case of
the Output page it does not. In case the user wants to represent the information from the Output
page in a way different from the way it comes out from thédtgeifaer, theco ut t on o0 Copy
clipboardo6 at the bottom of the Output page
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When the option OExito is chosen, a dialog
want to exit CgmsStatTool:

[ Confirm [i_E-J

(0] ] | Cancel

11.4.4View

The only option unaoddé&iogt Weoad beiwgewto shemouhide thei . e .
fourth optional panel with a log window which can contain informational messages, warnings
and error messages. The log window always appears below the left and right panels. It can be
right clicked after whiclh popup menu appears with the options Hide, Clear and Copy. If the
latter option is chosen, always all the messages in the log window are copied to the clipboard. If
only a few lines from the log window need to be copied to the clipboard, this canldye done
selecting those lines followed by key combination Control C.

11.4.5Tools

When the option oData i mport and management
tab sheets. More explanation about the possibilities offered by means of this form is given in
Chapter 13.

The ofgdesinodeldo for other dekads [/ regionso i s
mocels for a number of dekads for one or nneggor{s)in a batch processing. More details are
givenin sectiob2.2.3

The option ORundé can be chosen when a combi
which yield and indicator data are available. This option is only activated when at least one
indicator is selected on the Indicators page. In principle it is always possible though to build a
regression model based on the time trend alone.

A report about the model candmvedn addition. The Model Details page needs to be opened.

Fromthefileme u t h e Saveeporttofiied 6can be chosen. Then t he
enter the name of the web archive in MHT format:
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%3 Dropbox (GYGA)
(25 Dropbox
[==] Google Drive

J SIGMA - Shortcut .

m

4 Bl Desktop
> |l Libraries
> A Beogaard, Hendrik
48 Computer
> G 10145307 5Y5 (C)

» G L0145307_DATA (D?) ~ 4

1

File name: | [ FENTET

Save as type: IWeb archive (single file) (*.mht)

“ Hide Folders

e |

Cancel ]

.

{F Save As [é]
UI\H/I | . v Boogaard, Hendrik » AppData » Local » Alterra » - | &yl Search Alterra e |
Organize = New folder A= - I@l

4 Downloads i MName Date medified Type
= Recent Places — . . .
, Cgms5tatTool 10-Apr-18 G:55 PM File foldg

d

Such web archives can be opened in Internet Exptateén Firefox and SeaMonkey browsers
equipped with theenMHT Add-On. When opened, they are supposed to show both text, tables
and graphs as normally can be viewed in the Model Details page.

11.4.6Help

This file menu gives access to the abmdow and the user manual.
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